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MESSAGE FROM THE PRESIDENT 

Dear Delegates 

 

I welcome you to the 32nd South African Society for Atmospheric Sciences Conference. After 
the successful 31th Conference held at Lanseria last year, it is a great pleasure to be in Cape 
Town in such a picturesque location and to be hosted by CSAG. I want to extend a special 
welcome to overseas delegates from Africa, Europe, USA, South America and Asia. This year, 
we are, for the second time, awarding the SASAS medal for excellence in science, education 
and technology. Last year the recipient was Professor Michael Savage. As usual, we will award 
the Stanley Jackson Award for the best peer reviewed paper in the preceding year. We also 
have an award for the best poster and oral. I remind you that SASAS aims to stimulate interest 
and support for all branches of atmospheric sciences, to encourage research and education 
in the atmospheric sciences and to promote collaboration between organisations and 
institutions interested in atmospheric science in Southern Africa. This includes meteorology, 
agro-meteorology, climatology, air quality, ocean-atmosphere interaction, troposphere-
stratosphere interaction, physical oceanography, hydroclimatology, numerical modelling, and 
instrumentation. Proceedings of the conference include all peer reviewed extended abstracts 
and the document has an ISBN number. This publication qualifies for funding in most 
institutions (and looks good on your CV). Former conference papers and abstracts are 
available on the new SASAS web site at http://www.sasas.org. 

Ultimately, we compete with one another for grants, for discoveries, for papers, for awards; 
and we may agree or disagree on how to run things, but SASAS unites us all and the 
conference is one of the longest running annual conferences in Africa. This is where we 
uncover the young talent. I encourage everybody to join SASAS by completing the 
membership form that you will find in on the website.  

This year we will be electing a new executive committee during the conference including 
President and Vice President and results will be announced at the annual assembly at the end 
of the conference. So, this is my last mandate and we will have a new president by the end of 
the conference. (I am not leaving SASAS but cannot run for more than three mandates).  

Finally, I remind you that we need to grow the society, and therefore welcome any 
suggestions for improvements. You can voice your idea or concerns at the assembly or ask 
the executive committee to bring it up. I also remind you that we do have a constitution that 
can be amended by a vote by the council. This is your opportunity to change things and help 
the society to progress.  

 

Mathieu Rouault 

SASAS President  

Professor – Department of Oceanography UCT 
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KEY NOTE SPEAKERS 

PROF. WILLIAM J. GUTOWSKI, JR. 

 

Associate Dean for Research and Graduate Education in the College of Liberal Arts and 
Sciences at Iowa State University 

 
Dr. Gutowski is the Associate Dean for Research and Graduate Education in the College of 
Liberal Arts and Sciences at Iowa State University.  His research concentrates on the role of 
atmospheric dynamics in climate. Central focuses are the dynamics of the hydrologic cycle, 
regional climate and weather and climate extremes. Because processes on a wide range of 
spatial and temporal scales are important for all of these, his research program entails a 
variety of modeling and data analysis approaches, from which he has authored or co-authored 
over 100 peer-reviewed publications. His work includes regional modeling of African, Arctic 
and East Asian (as well as North American) climates, and he has significant collaboration with 
scientists in these regions.  Dr. Gutowski is currently Co-Chair of the Science Advisory Team 
for the WCRP’s Coordinated Regional Downscaling Experiment (CORDEX).  Prior to this, he 
helped lead earlier regional climate programs, most notably the Project to Intercompare 
Regional Climate Simulations and the North American Regional Climate Change Assessment 
Program.  He has contributed assessment reports of the IPCC (including Lead Author, AR5), 
the U.S. National Academy of Sciences and the U.S. Climate Change Science Program.  He has 
also served as an Editor for the Journal of Hydrometeorology.  In light of his contributions to 
his field, he was recently elected a Fellow of the American Meteorological Society. 

E-mail: gutowski@iastate.edu 

mailto:gutowski@iastate.edu
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Professor Timothy Carter 

 

Research Professor at the Finnish Environment Institute (SYKE), Helsinki 
 
Timothy Carter is a Research Professor at the Finnish Environment Institute (SYKE), Helsinki 
with over 35 years of research experience in the field of climate change impacts and 
adaptation. A geographer, he obtained a B.Sc. from the University of London and Ph.D. from 
the University of Birmingham, UK. He has worked on climate change and agriculture, methods 
of impact and adaptation assessment, including scenario development, and climate change 
adaptation. Based in Austria (International Institute for Applied Systems Analysis), the UK 
(Birmingham) and since 1990 in Finland, Carter has been a Lead Author for each of the five 
Intergovernmental Panel on Climate Change (IPCC) Assessment Reports as well as serving on 
the IPCC Task Group on Data and Scenario Support for Impacts and Climate Analysis (TGICA) 
since 1996. He has published 3 books and 120 refereed papers and reports.  
 
E-mail: tim.carter@ymparisto.fi 
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PEER-REVIEWED CONFERENCE 

PROCEEDINGS 

 
Time, space and vector relationships between historical ship log data and 
Cape Royal Astronomical Observatory wind data between 1834 and 1854. 

A. Brown (1), C. Lennard (2) and S. Grab (3) 
 

(1) African Climate and Development Initiative, Department of Environmental and Geographical Sciences, 
University of Cape Town, Cape Town; (2) Climate System Analysis Group, Department of Environmental and 

Geographical Sciences, University of Cape Town, Cape Town; (3) School of Geography, Archaeology and 
Environmental Studies, University of the Witwatersrand, Johannesburg. 

 
Abstract 

This project assesses the extent to which Climatological Database for the World’s Oceans (CLIWOC) data reflect 
recently digitized historical wind data from the Royal Astronomical Observatory in Cape Town, South Africa 
(1834 – 1854). This follows the precipitation reconstructions done by Hannaford et al. (2015) using CLIWOC 
ship log data. Temporal, spatial and vector relationships are established for each season using scatter plot graphs 
and Pearson correlation. No significant correlation or signal is evident over time, or with a difference in distance. 
However, seasonality is represented consistently in wind vector distribution. Thus, historical wind data used here 
are accurate but have no correlation over time and space. This project highlights the major inconsistencies and 
limitations in the CLIWOC data compared to land based historical data. Researchers in the future should use 
CLIWOC, or land based data, appropriately to suit the research question. 

Keywords  

Historical Climatology; South Africa; Cape Town Royal Astronomical Observatory; CLIWOC Ship Log Data 

 

Introduction                                                             

South Africa, and much of the southern hemisphere 
lacks long-term historical climate data that is 
continuous and reliable (Neukom et al., 2014). 
Neukom, et al. (2014), Nash (1990) and Vogel 
(1989) are some of the earlier authors who have 
engaged in data recovery and digitisation from 
available documentary and instrumental 
meteorological resources, specifically to perform 
long term historical studies on southern African 
climatology. Notably, much of the historical 

climatology for the region is based on rainfall and 
temperature data. Added to which, the data are not 
consistent through time and are sparsely located 
over a very large spatial domain. This impedes the 
understanding of historical climatology for southern 
Africa, and therefore our current understanding of 
atmospheric dynamics and regional climate trends 
over time. For this reason, it is important to recover 
any known sources of data and analyse the data 
thoroughly. 
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Newer studies such as Brohan et al. (2009) and 
Wheeler and Suarez-Dominguez (2006) explain that 
barometric measurements and wind data, additional 
to temperature and precipitation, provide useful 
insight into historical surface climatology. The 
Climatological Database for the World’s Oceans 
(CLIWOC) project (more info available at 
http://pendientedemigracion.ucm.es/info/cliwoc/) is 
an example of the extent to which the international 
community is collectively gathering and pre-
processing historical atmospheric data for coupled 
analyses. This motivates the recovery, digitization 
and analysis of wind data from the Royal 
Astronomical Observatory (RAO) in Cape Town. A 
previously unknown observational data set. 

Hannaford et al. (2015) presents an historical 
precipitation reconstruction for Southern Africa 
using CLIWOC ship log data. The knowledge of 
peer-authors using ocean based, ship log data further 
motivates the purpose of this study to assess the 
relationship between two of the oldest known 
sources of wind data for Southern Africa. There is a 
cross over period from 1834 – 1854 that allows for 
data comparison between the CLIWOC data and 
RAO data. This is a preliminary research 
opportunity to promote historical atmospheric 
sciences for Southern Africa.  

This paper shall establish a general climatology for 
the RAO that will act as the reference data set. From 
this reference data set the CLIWOC data can be 
compared for temporal and spatial relationships.  

This project will test the extent to which the data are 
equal on the same day, whether the data relationship 
deteriorates proportionately to distance between the 
data sources. Lastly this project assesses if the data 
has captured similar seasonal wind vectors. 

Methodology and data 

Manually digitising and pre-processing the wind 
data shows that the data were recorded in the same 
conventions despite the RAO being a ‘scientific 
centre’, and the ships recording wind for navigation 
and insurance purposes (Garcia et al., 2003, Brown, 
1977 and Sabine, 1851). Wind direction was 
recorded on a 32-point wind compass (converted to 
decimal degrees). Wind force was recorded on a 
scale of 0- 12 in Beaufort Force (converted to meters 
per second). Both data sets include noon readings 
only (00h00).  

Data from the RAO (coordinates 33°56'7.30"S 
18°28'39.34"E; 17m.a.s.l) provide consecutive daily 
noon readings from 1834 to the 1970s (7.4% of all 
noon readings missing). CLIWOC data recorded on 
board ships, provides noon readings from the 18th 
century until 1854. The data occurs sporadically 

over space and time (i.e. it is not a consistent and 
consecutively recorded on a daily basis). 

A combined qualitative and quantitative systems-
based approach defined by Trenberth et al. (2002) is 
integral for identifying the limitations and 
inconsistencies in the data sets: 

i) Individually, the data sets are 
inconsistent over time.  

ii) Combined, the data values are variably 
spaced apart for the same date.  

iii) Seasonality and multi-scalar 
atmospheric conditions add noise to 
the data.  

Therefore, days with complete wind vector 
(direction and force) are matched for the RAO using 
the available CLIWOC data from 1834 – 1854. 
These data may be compared in three geographically 
defined areas around the south west Cape of South 
Africa for each season (Fig. 1). Regionalisation 
minimises error associated with binning all regions 
of different prevailing wind directions caused by 
terrain/ topography effects and along-shore flow (i.e. 
A3 experiences east-west flow, A1 experiences SE-
NW flow, RAO affected by complex Cape Peninsula 
terrain). Seasonal comparisons decrease error 
associated with seasonal wind shifts, linked with 
regional differences. 

 

Figure 1:  Map of demarcated regions: Area 1, Area 
2 and Area 3.. CLIWOC data within each area will 
be analysed against the RAO (located at red pin). 
The orange lines indicate the original domain of 
data used by Hannaford et al. (2015). 

This minimises the amount of error inherent in the 
data comparison, while still ensuring reliable and 
sufficient data integrity and density. 

Results and discussion 

The general climatology 

The wind data from the RAO shows a general 
climatology consistent with the seasonal wind 
climate experienced at the south west Cape of South 

A1 

A3 
A2 
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Africa (Tyson and Preston-Whyte, 2004). Results 
show that 33.6% winds are from a southerly 
direction and 33.82% from a north westerly 
direction. The seasonal wind roses in Fig. 2 show 
seasonal prevailing winds that are consistent with 
the expected seasonal conditions. 

Winter experiences predominantly north westerlies 
caused by approaching mid-latitude cyclones and 
frontal systems. Autumn and spring experience 
highly variable winds due to north-south shifting of 
planetary circulatory systems in the subpolar low 
pressure belt. Summer experiences southerly and 
south easterly winds due to the presence of the South 
Atlantic High Pressure cell. Additionally, a high 
frequency of north westerlies is recorded in summer 
at the RAO (17m.a.s.l), which can be attributed to 
station position below and to the east of Devil’s Peak 
(970m.a.s.l) or localised micro-scale atmospheric 
conditions in the area of the RAO.  

 

Figure 2: Wind roses for all recorded noon wind 
directions at the RAO, 1834 - 1854. Each seasonal 
wind rose represents expected prevailing wind 
directions. 

Data relationships for the same date 

There is no significant or strong correlation between 
the CLIWOC data from any of the three study areas 
and the RAO for wind direction (r<0.131437 and 
p>0.05 for all seasons) or wind speed (r<0.23964 
and p>0.05 for all seasons). Throughout the time 
period being analysed, data value variability is 
random which shows no significant signal or 
relationship between the data over time. It is 
noticeable though that the ships record higher wind 
speeds, which is expected due to the effect of 
increased land surface drag effect on wind speed. 

Determining the relationship between data based on 
distance away from the RAO 
 

The value difference (delta wind direction/speed) 
plotted against the distance between the CLIWOC 
position of observation (given as latitude and 
longitude) and the RAO shows no clear signal in the 
data relationship. The data variability is random. 
That is to say that the distance between the RAO and 
the ships does not have any proportional effect on 
the standard of deviation in the data; all of the data 
has a high standard deviation. The percentage of 
data variability that is attributable to the relationship 
between the data is not significant (R2 % < 2.43% 
for wind direction and R2 % < 6.77% for wind 
speed). There is no significant signal in the 
differences between direction (and speed), and the 
distance from the RAO (r=0.117 (and r=0.156), 
p>0.05).  

The only exception is in the ships positioned within 
100km from the RAO in Area 1 for the summer 
season. Fig. 3 shows that ships record less than 90° 
wind shifts (opposed to the high variability of small 
and larger differences in data further than 100km).  

 

Figure 3 shows that within 100km, the difference 
between observed wind directions in the CLIWOC 
data and the RAO data are ≤ 90°. Despite a weak 
statistical correlation (r=0.116946; r>0.05), this 
shows an acceptable deviation. 

Wind speed is mostly within a 10m/s difference, 
indicating a general agreement between 
observations taken up to 100km from the RAO. 
Wind data value differences occur within an 
acceptable range to denote a correlation between 
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wind data. The observers recorded similar 
conditions at the RAO and on board ships for the 
same days in summer in Area 1. 

Dominant wind vector distributions for ship log 
data 

The CLIWOC data shows typical seasonal 
prevailing wind directions and wind force 
frequencies given the study area. The heat map 
(colour coded distribution tables) in Table 1 shows 
the distinctive seasonality for Area 3 (see Fig. 1 for 
a map) where the distribution frequency shows 
predominantly (44.8%) south westerly winds. These 
winds follow the passing of winter mid-latitude 
cyclones over the region. The north westerlies are 
also dominant (31.2%) which is typical of 
approaching mid-latitude cyclones.  

Table 1 shows the distribution of recorded wind 
directions and wind forces in Area 3 (south coast) 
for Winter from 1834 - 1854.  

Winter NE SE SW NW 

No
. of 
eve
nts 

% of 
events 

0 1 0 2 2 5 1.15 
0.1 to 1.5 14 5 12 12 43 9.93 
1.6 to 3.3 5 9 22 14 50 11.55 
3.4 to 5.4 15 8 22 27 72 16.63 
5.5 to 7.9 11 1 22 11 45 10.39 
8 to 10.7 7 5 14 9 35 8.08 
10.8 to 13.8 7 7 21 13 48 11.09 
13.9 to 17.1 1 2 18 10 31 7.16 
17.2 to 20.7 2 2 21 5 30 6.93 
20.8 to 24.4 0 1 25 12 38 8.78 
24.5 to 28.4 0 1 11 13 25 5.77 
28.5 to 32.6 0 0 4 7 11 2.54 
32.7 + 0 0 0 0 0 0.00 

No. of 
events 63 41 194 135 

43
3 

 

% of events 14.6 9.47 44.8 31.2     
 

The summer, autumn and spring distribution tables 
(not shown in this report) show the domination of 
southerly winds with an easterly component. 
Whereas, the winter season shows northerly and 
southerly winds with a westerly component. The 
mid-latitude cyclones are cause for this winter 
variation between north and south, through west, 
due to the travelling cyclonic frontal systems. The 
wind vector distribution tables factor out time and 
space as a dependent variable and allow for the 
seasonal s=wind shifts to be shown for each area. 
Each area shows typical seasonal conditions which 

suggests that the data is accurately capturing the 
winds over the oceans. 

Conclusions 

This project has successfully created a digital wind 
data set for the RAO that is compared to the only 
other known source of historical wind data for the 
time and region. Hannaford et al. (2015) uses 
CLIWOC wind data in order to do an historical 
precipitation reconstruction. This work motivated 
the research question of the extent to which 
CLIWOC data represents RAO data – land based 
data.  

The results found that the data does not correlate 
well over space and time, and that only two clear 
signals exist in the data:  

i) Ship logs record expected higher wind 
speeds, 

ii) Only CLIWOC data within 100km 
from the RAO recorded similar wind 
observations (within acceptable 
deviations). 

Data are not well correlated due to the limitations in 
the data integrity and the complexity of comparing a 
highly variable atmospheric variable over a large 
domain. However, despite the weak correlations 
(statistical and tested) over space and time, the 
expected seasonal signals in the wind vectors 
observed in each ocean region and at the RAO 
suggest that the ships’ and RAO observers were 
capturing wind data accurately. That is to say, the 
wind vector distributions are consistent with 
expected seasonal trends and signals based on 
current knowledge of the atmospheric dynamics. It 
is because of limitations in space, time and data 
integrity that the cross correlations are weak. 
Therefore, although the data are reliable, appropriate 
means of analysing historical wind data from 
various sources should use multi-variate analyses, 
like a principal component analysis, for a better 
understanding of the correlations between different 
sources of historical data.  

This study shows that there are many inconsistencies 
and limitations that have to be treated with caution 
when handling historical data of this nature. 
Furthermore, future research should use the data 
appropriately to suit the research question. Thus, it 
can be said that the CLIWOC data do not reflect 
RAO data well, but that the data are still correct in 
their absolute values. 
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Abstract  

Following the work done by Reffrey, Calone and Bourdalle-Badie (2015) we implemented a one dimensional(1D) 
ocean physical model in the sub-Antarctic Southern Ocean using the Nucleus for the European Modelling of the 
Ocean(NEMO) model. The 1D model is a first attempt at studying sub-grid scale parameterizations in the region. 
It was used to test the effects of the k-ε turbulence closure scheme on the simulation of vertical mixing in the water 
column structure in the North Pacific and Southern Ocean, using the available scattered data as comparison. This 
analysis also gives indications for the choice of the grid’s vertical levels.    

 

Keywords: NEMO, Sub-mesoscale Parameterizations, Turbulence Closure Model, Vertical Mixing, Southern 
Ocean 

Introduction  
Currently the first African based Earth System 
model, the Variable Resolution Earth Systems 
Model (VRESM), is being developed at the CSIR 
and will greatly enhance understanding regional 
effects of climate change. Many components of the 
model that were optimized for other locations need 
to be adapted and optimized before the model can be 
implemented with focus on the African continent. 
One of the model components is the use of sub-grid 
scale parameterization techniques (Gent and 
McWilliams, 1990; Fox-Kemper et al., 2008) to 
resolve eddies. 
 
The initial step to achieve this relies on vertical 
mixing processes. In a general model of the ocean, 
the choice of the vertical mixing model is essential 
to achieve more accurate modelling results. The 
vertical mixing will cause density differences that 
will result in the stratification of the water column 
which shifts the thermocline and halocline according 
to season. This physical process is important for 
marine species survival. 
 
The objective of this paper is the use of vertical 
turbulence closure schemes to model vertical mixing 
processes similar to Reffray et al. (2015). 
Furthermore, Southern Ocean (SO) conditions were 

applied to find the temperature and salinity results 
for 75 and 51 vertical levels. 
 
Instrumentation and Method  
Reffray et al. (2015) concentrated on comparing the 
results of using different vertical turbulence models 
that come with NEMO (http://www.nemo-
ocean.eu; Madec et al., 2016) to observed data in the 
ocean. The k-ε turbulence model (Versteeg and 
Malalasekra, 2007) was used in this paper because 
Reffray et al. (2015) concluded that this model 
produced the most accurate results in comparison to 
the other turbulence models.  
 
Reffray et al. (2015) used a 1-dimensional code 
referred to as the C1D_PAPA case to test the 
different turbulence schemes. The initial and 
boundary conditions files are included with 
C1D_PAPA. This case was later tailored to use SO 
conditions. C1D_PAPA uses an Arakawa A grid type 
consisting of a column composed of a 3×3 horizontal 
grid (x- and y-directions) with an ideal resolution of 
0.1° × 0.1° with 75 vertical levels (z-direction). All 
the 9 water columns are identical and allow 
removing horizontal processes by zeroing the 
gradients while keeping the same computer code 
structure i.e. the 9 columns are needed only for the 
sound operation of NEMO but every level has the 
same temperature, salinity, velocity etc. values. The 
time step used was set to 360 s.  
 
The observed data (needed for comparison with the 
calculated results) from PAPA Station was obtained 

http://www.nemo-ocean.eu/
http://www.nemo-ocean.eu/
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from the National Ocean Atmospheric 
Administration (NOAA, 2016) website. The PAPA 
Station is located in the North Pacific Ocean. The 
SO station was ideally located in the sub-Antarctic 
zone at 46S, 4W. The initial conditions were 
obtained from the World Ocean Atlas (Locarnini et 
al., 2013) and the forcing data from European Centre 
for Medium-Range Weather Forcasts (ECMWF) 
ERA-interim reanalysis (Dee et al., 2011).  
 
Reffray et al. (2015) calculated the bias for the 
temperature by subtracting the calculated data from 
the observed data. All plots, for the North Pacific 
and SO, were plotted for the period 15 June 2010 to 
14 June 2011 unless otherwise stated. 
 
The following density model was chosen to 
calculate the density (Millero and Poisson, 1981) 
using the output from NEMO: 

 𝜌𝜌(𝑇𝑇, 𝑆𝑆) =  𝐴𝐴𝑆𝑆 + 𝐵𝐵𝑆𝑆1.5 + 𝐶𝐶𝑆𝑆2 (1) 

,where 
 𝐴𝐴(𝑇𝑇)

=  8.24493 × 10−1

−  4.0899 × 10−3𝑇𝑇  
+ 7.6438 × 10−5𝑇𝑇2  
−  8.2467 × 10−7𝑇𝑇3  
+ 5.3875 × 10−9𝑇𝑇4 

 (2) 

 𝐵𝐵(𝑇𝑇) =  −5.72466 × 10−3

+  1.0227 × 10−4𝑇𝑇
− 1.6546 × 10−6𝑇𝑇2 

(3) 

 𝐶𝐶(𝑇𝑇) =  4.8314 × 10−4 (4) 

,where 𝜌𝜌 is the density, T the temperature and S the 
salinity. Note that the density is a function of salinity 
and temperature only. 
 
The Root Mean Square Error (RMSE) for the 
temperature was calculated using the standard 
formula: 

 
𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅 =  �

∑ �𝑇𝑇𝑖𝑖
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 −  𝑇𝑇𝑖𝑖𝑂𝑂𝑂𝑂𝑂𝑂 �

2𝑛𝑛
𝑖𝑖=1

𝑛𝑛
 

(5) 

 

Results and Discussion 
Results following Reffray et al. (2015) work are 
shown in Figs. 1-3. Results following Figs. 4-7 were 
independent of Reffray et al. (2015).  
 
Both the temperature data in Fig. 1 and the 
temperature bias in Fig. 2 show that within the first 
five months there was a large stratification with a 

shallow Mixed Layer Depth (MLD) within a depth 
of 0 – 60 m. The high bias within the first five 
months indicated that the model could not represent 
the observed data accurately. The reason being that 
the MLD was shallower during the summer because 
of the surface heating. Seasonal surface cooling then 
destroyed the stratification for the rest of the year 
which deepened the MLD and caused the 
homogeneity. The bias (Fig. 2), found from the 
distribution of the calculated and observed 
temperature, followed the same trend as what 
Reffray et al. (2015) had found. The main difference 
was that the calculated temperature RMSE values 
(Fig. 3) were higher than what Reffray et al. (2015) 
had found.  
 
The temperature RMSE values stabilized from 
midyear to the end of the year to 0.15±0.05 °C. 
Reffray et al. (2015) RMSE values stabilized to 
0.05±0.3 °C. The discrepancy could have arisen 
from the averaging of data to obtain the biases as 
Reffray et al. (2015) had calculated the RMSE 
values up to 120 m whereas in this paper the 
RMSE’s were calculated up to 300 m. The reason 
for calculating the RMSE up to 300 m was to take 
into account the MLD (homogeneous region) which 
extends lower than 120 m. 
 
The results for the density (calculated using Eqs. 7–
10) are shown in Figs. 4 and 5. The calculated 
densities lie within an error of ±0.5 kg/m3  from the 
observed values. The overall form of the graphs for 
both September (during the mixing period) and 
October (the beginning of the mixing period) are 
similar to the observed data. The depth of the 
pycnocline suddenly increased in October, because 
of the seasonal change which started the mixing in 
autumn. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: The calculated temperature for the period 
15 June 2010 to 14 June 2011 using the NEMO 
C1D_PAPA case. The k-ε model was used with a time step 
of 360 s. 
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The results for temperature and salinity using SO 
conditions are shown in Figs. 6 and 7. In both the 
temperature and salinity calculated data the surface 
fluxes influenced the upper 300 m of the stratified 
water column. In the upper layer of Fig. 6, the 
temperature slowly increased and then decreased as 
time progressed. In the upper layer of Fig. 7, the 
salinity continually decreased as time progressed, 
indicating a drift likely due to the one-dimensional 
approximation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: The temperature bias for the period 
15 June 2010 to 14 June 2011 using the calculated data 
from NEMO C1D_PAPA case and the observed data from 
PAPA Station. The k-ε model was used with a time step of 
360 s. There was no observed data for the horizontal band 
around 15 m. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: The temperature RMSE calculation for the 
period 15 June 2010 to 14 June 2011 using the calculated 
data from NEMO C1D_PAPA case and the observed data 
from PAPA Station. The horizontal line indicates that the 
RMSE stabilized to 0.15 °C. The k-ε model was used with 
a time step of 360 s.   
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: The density calculation for 12 September 2010 
(during mixing period) using the calculated data from 
NEMO C1D_PAPA case compared to the observed data 
from PAPA Station. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5: The density calculation for 12 October 2010 
(beginning of mixing period) using the calculated data 
from NEMO C1D_PAPA case compared to the observed 
data from PAPA Station. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6: The calculated temperature for the period 
15 June 2010 to 14 June 2011 using SO conditions 
produce the same result for 51 and 75 vertical levels. The 
k-ε model was used with a time step of 360 s. 
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Figure 7: The calculated salinity for the period 
15 June 2010 to 14 June 2011 using SO conditions 
produce the same result for 51 and 75 vertical levels. The 
k-ε model was used with a time step of 360 s. 
 
A grid sensitivity test for the SO model was done by 
changing the number of vertical levels from 75 to 51. 
The temperature and salinity results were the same 
as Figs. 6 and 7 with no apparent changes in the 
structures.    
 
Future work will include the modification of 
C1D_PAPA to verify the results of the other 
turbulence closure schemes (Turbulent Kinetic 
Energy (TKE), k-kl, k-ω and Generic). There is 
scope to test the vertical grid sensitivity further i.e. 
increase the number of vertical levels to assess 
whether vertical mixing is affected. Mixed layer 
depths in the region are usually deeper than 150 m 
and it is worth assessing whether a 1D model can 
reproduce them purely through local turbulence. The 
SO has a stronger horizontal advection which may 
influence the results and therefore it may also be 
necessary to consider restoration to avoid drifts as 
seen for salinity. 
 
Conclusions  
This paper highlights the first attempt to study the 
vertical mixing in the SO using NEMO. The results 
obtained from Figs. 1-3 were found from following 
Reffray et al. (2015) and the results from Figs 4-7 
were found from applying SO conditions to the 
tailored C1D_PAPA case. The RMSE values 
converged within the time period however the value 
was approximately 0.1 °C bigger than what Reffray 
et al. (2015) had found. The density model (Eqs. 7-
10) produced results within an error margin of 
0.5 kg/m3 and also had a similar form to the 
observed data. Using SO conditions and changing 
the vertical levels to 51, it was found that the 
temperature and salinity results (Figs. 6 and 7) were 
identical compared to having 75 vertical levels. 
Scope lies within investigating the results of 
increasing the number of vertical levels and 
implementing other turbulence models using SO 
conditions. 
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Abstract 

A convective boundary layer is simulated with the Smagorinsky model with different variations of the dynamic 
Smagorinsky model using different grid spacings. One variation of the dynamic model is scale dependent and is thought 
to be suitable for the grey zones where large eddies and the grid spacing are of similar size. Shortcomings in the 
Smagorinsky model at lower resolutions are found in all variations of the dynamic model, while at higher resolution all 
simulations are similar. The results suggest that the choice of the subgrid model is not important when simulating a 
convective boundary layer because large eddies dominate the flow.   

Keywords: grey zone, dynamic model, atmospheric boundary layer, large eddy model 

 
Introduction 

The numerical modelling of the atmosphere at 
different time scales is based on the filtering of the 
Navier-Stokes equation (Bryan et al. (2003)). Scales 
that are larger than the filter length are simulted 
explicitly by the model, while the sub-filter scales 
must be parameterised. Most parameterisations are 
designed to be applicable for the specific resolution 
that they will be applied for. When modelling the 
atmosphere with grid spacings that are larger than 
1km, the boundary layer is parameterised fully using 
column based models (Honnert et al. (2011)).   
Numerical Models used for predicting or projecting 
the future state of the atmosphere at different 
timescales, including Numerical Weather Prediction 
(NWP) have until recently used grid spacings that 
are much larger than 1km.    

The grid spacing used in NWP by a number of 
meteorological organisations has decreased to 
around 1km, and below 1km in certain centres. That 
means the grid spacing is about the same as the size 
of energy containing large eddies in convective 
boundary layers (CBLs). The large eddies in CBLs 
have been found to scale with the boundary layer 
height which can be thought to be about 1km. That 
means the column based boundary layer 
parameterisations that assume that the filter scale is 
much larger than the large eddies in the boundary 
layer are no longer applicable for current NWP 
models (Bryan et al. (2003)). On the other end of the 
scales, large eddy models (LEMs) are run with grid 
spacing of about 5m to 200m, and they make an 

assumption that the grid spacing is much smaller 
than the large eddies. They are therefore expected to 
simulated large eddies explicitly, and parameterise 
smaller eddies. They are also not designed to work 
well with grid spacings where the large eddies and 
the grid spacings are about the same size. There are 
therefore no suitable boundary layer 
parametrizations where the grid spacing and the 
large eddies are about the same, and as a result this 
regime has been termed the grey-zone or terra 
incognita (Bryan et al. (2003); Honnert et al. 
(2011)).  

The Smagorinsky-Lilly method is a popular classic 
sub-filter sheme used in many large eddy models 
(Smagorinsky (1963); Lilly (1965)). The scheme is 
based on the concepts of eddy viscosity and mixing 
length, where the mixing length is representative of 
maximum size of the eddies that are parametrised. A 
number of enhancements have been introduced to 
the Smagorinsky-Lilly model, including one that is 
thought to make the scheme suitable for the 
greyzones. The particular scheme is called the 
lagrangian averaged scale dependent (LASD) 
dynamic Smagorinsky model (Bou-Zeid et al. 
(2004)). In this study we compare simulations made 
with the original Smagorinsky model to those made 
with variations of the dynamic model to determine 
whether or not the dynamic model makes 
improvements to the simulations of a CBL.  
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Model and Numerical Simulations 

UK Met Office LEM 

The UK Met Office LEM (MetLEM) is used in this 
study. MetLEM solves momentum, continuity and 
thermodynamic equations given by Equations 1 to 3 
respectively. The letters and symbols have their 
usual meaning. The term on the left of Equation 1 is 
the total time-derivative of momentum, the first term 
on the right hand side is the pressure gradient force, 
the second term, buoyancy, is non-zero in the 
vertical, the third term is the divergence of the 
turbulent stress, and the final term is the Coriolis 
acceleration.  

 

The left hand side of Equation (3) is the total 
derivative of potential temperature, while the first 
term on the right hand side is the divergence of the 
heat flux. The second and final terms represent the 
effect of latent heating or cooling due to phase 
changes, and the effect of radiation, respectively. 
The last two terms are zero in our study because we 
use dry simulations and a constant sensible surface 
heat flux.  

Smagorinsky Model 

The turbulent stress and sub-filter-scale heat flux in 
Equations 1 and 3 and parameterised using the 
Smagorinsky-Lilly scheme and are given by the 
equations 4 and 5 below, respectively.  

 

The rate of the strain tensor is defined by Equation 
6, while the eddy viscosity and diffusivity are 
prescribed as in equations 7 and 8 and they are 
functions of the Richardson number. S is the 
modulus given by Equation 9.  

The mixing length is given by equation 10, where 
the first term on the right determines the basic 
mixing length given in equation 11. The second term 
calculates the mixing length as a function of height 
and the roughness length. In the original 
Smagorinsky-Lilly model, cs is a constant and was 
used as 0.23 in our study. A number of studies have 
shown that the suitability of the Smagorinsky 
constant depends on the flow and suitable values 
suggested for different stratifications include 0.1, 
0.17, 0.2 and 0.23.   

Dynamic Smagorinsky Model  

The dynamic model was introduced by Germano 
(1991) and its aim is to determine a suitable value of 
cs using the flow, by employing the grid scale filter 
(Equation 12), and a second test scale, usually with 
α=2 (Equation 13).  

Equation 14 uses the smallest resolved scale, and by 
taking its difference from the parametrized flow, we 
are able to get the value of the Smagorinsky 
coefficient.  The calculated coefficient is averaged 
along a plane and is therefore suitable only for 
horizontally homogeneous flows over a plane. 
Meneveau et al. (1996) used a similar method to 
Germano, however used lagrangian averaging which 
makes the scheme suitable for inhomogeneous flows 
and complex geometries. Both the Germano and 
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Meneaveu scheme assume that the Smagorinsky 
coefficient is independent, that is β in equation 17 is 
1. The Germano and Meneauveu models will be 
referred to as the Plane-Averaged Scale Invariant 
(PASI) and the Lagrangian-Averaged Scale 
Invariant (LASI), respectively.   

 

The two schemes were designed for the inertial 
subranges, i.e. large eddy regimes and are therefore 
not designed for the grey-zones. Bou-Zeid et al. 
(2005) used lagrangian averaging similar to 
Meneavu, however, he introduced scale dependence 
by using a second test scale which in our study is 
taken as 4* grid scale to determine a suitable value 
of β. The Bou-Zeid model is referred to as the 
Lagrangian-Averaged Scale-Dependent (LASD) 
Model.  

Simulations  

Simulations of a convective boundary layer were 
made using different grid spacings of 25m, 50m, 
100m, 200m and 400m with the original 
Smagorinsky model as well the different variations 
of the dynamic model. The 25m resolution 
simulations is considered as the “ truth run” because 
previous studies have shown that 25m is sufficient 
for simulating a CBL. The grid spacing in the 
vertical is take as 0.4* horizontal grid scale. A 
constant surface sensible heat flux of 241Wm-2 and 
weak geostrophic winds of (Ug , Vg ) = (1,0) ms-1 are 
used following Sullivan and Patton (2011). The 
horizontal domain size for all the simulations is 
taken as (9.6 km)2 , while the model top is taken at a 
height of 2km.  

 

Results and Discussion  

The Smagorinsky coefficient calculated by all the 
dynamic models is comparable to all the 
Smagorinsky constant throughout the whole domain 
(Fig 1). PASI and LASD calculate larger values than 
the constant 0.23 of the original Smagorinsky 
model. LASI simulates the smallest values of the 
coefficient. cs is below 0.23 above the boundary 
layer height. The calculated coefficients do not show 
an obvious reliance on grid spacing, so the 50m, 

100m and 200m grid spacing lines almost fall on top 
of another.  

 

 

 

 

 

 

 

 

Figure 1: The vertical profile of averaged values of 
cs for 50m, 100m and 200m grid spacing, and the 
line of the constant cs  for the original Smagorinsky 
model. The three columns are for different version 
of the dynamic Smagorinsky model. 

 

Quadrant analysis was applied to the temperature 
flux of the original Smagorinsky-Lilly model 
simulations at different resolutions to determine 
what goes wrong when the grid spacing is increased 
to target what the dynamic models can possibly 
improve. Partitioning of a combination of vertical 
velocity perturbation (w’) and potential temperature 
perturbation (Ɵ’) was performed according to their 
signs as follows: quadrant 1 is given by w’>0; Ɵ’>0 
which represents warm air rising, quadrant 2 is given 
by w’>0; Ɵ’<0 which represent cold air descending, 
quadrant 3 is given by w’<0; Ɵ’<0 which gives cold 
air descending, and quadrant 4 is given by w’<0; 
Ɵ’>0 which is warm air descending. For all the 
simulations the lower part of the boundary layer is 
dominated by thermals (i.e quadrant 1). In the upper 
troposphere, close to the inversion layer, the 
contribution of warm air descending is also 
significant which represent entrainment of warm air 
from the inversion layer into the boundary layer. The 
largest contribution is however from quadrant 2, 
which is cold air descending. The contribution of 
quadrant 2 in the vicinity of the boundary layer 
height increases with increased grid spacing (Figure 
2).  
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Figure 2: The contribution towards the total 
temperature flux by different quadrant using 
different grid spacings with the Smagorinsky Lilly 
model, using  a Smagorinsky constant of 0.23. The 
quadrants are ordered according to their position 
on the cartesian place. 

 

Quadrant analysis was performed for different grid 
spacings using the Smagorinsky model, and 
different variations of the dynamic model using 
coarse grained 25m grid spacing simulation as the 
target simulation. At higher resolution, the lines with 
the different grid spacing fall on top of one another, 
which shows that the use of different subgrid models 
has little effect on the simulations (not shown).  

 

 

 

 

 

 

 

 

Figure 3: The contribution towards the total 
temperature flux by different quadrants using three 
versions of the dynamic model, the original 
Smagorinsky model, as well the coarse grained 25m 
grid spacing simulations with a 200m grid spacing.  

 

With lower resolutions the lines start to diverge but 
the issues associated with the original Smagorinsky 

model, are still found with all dynamic models. All 
the schemes underestimate entrainment of warm air 
into the boundary layer, and overestimate the 
contribution of cool air ascending close to the 
boundary layer height. The LASDcode, and advising 
on the implementation in the MetLEM. 

 

Conclusions  

Simulations of a convective boundary layer were 
performed using the Smagorinsky-Lilly model, and 
three different variations of the dynamic model 
using grid spacings of 25m, 50m, 100m, 200m and 
400m. The dynamic models did not show a major 
improvement compared to the original Smagorinsky 
Lilly model. The Lagrangian averaged scale 
dependent model which is thought to be suitable for 
the greyzones also showed similar issues to the 
Smagorinsky model. This result is thought to be 
associated with the fact that large eddies dominate 
the flow in a convective boundary layer. Previous 
studies have shown an improvement by dynamic 
models when stable and neutral stratifications are 
simulated, but the same result is not found for a 
convective boundary layer. More tests are planned 
with the different dynamic models for different 
stratification, complex geometries, and for 
transitioning boundary layers where improvements 
are expected with the use of dynamic models.  
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Abstract 

There is no agreed-upon procedure to quantify model climates from their output. Here, we explore differences in 
characterisations of regional variable climatologies (expressed using probability distributions) that arise when three 
different climate quantification approaches are applied to the output of an initial condition (IC) ensemble experiment, 
using a climate system model. We find that that ensemble member trajectories, distinguished in set-up only by the 
round-off order differences in initial atmospheric temperature, can – over certain regional domains and for particular 
system ICs – give significantly (𝑝𝑝 ≪ 0.01) different variable probability distributions. Further, using different 
quantification approaches to capture what might be presumed to be the same “climatic state” – which itself may be 
influenced by the initial climate system state – can yield significantly different distributions. We conclude that a 
multivariate distribution, sampled over both time and multiple ensemble members, together with measures of 
autocorrelation, may serve as a useful quantification approach for model climates.  

Introduction 
 
Uncertainty in climate system ICs is known to limit 
predictability of future atmospheric states. The 
influence of perturbations to slowly evolving climate 
system components on the evolution of model climates 
on longer time scales is, however, less well understood 
(Daron and Stainforth, 2013, 2015; Hawkins et al., 
2015). 

Many definitions have been proposed for climate in 
the literature (Lorenz, 1995; Werndl, 2015; Lovejoy, 
2013; IPCC, 2013; WMO, 2010). For many of the 
central concepts in climate science, there do not appear 
to be any widely accepted definitions (Todorov, 1986; 
Daron, 2012; Werndl, 2015). One might argue that 
definitions used are broadly similar, that there appears 
to be consensus on the intuitive idea of climate (Leith, 
1985) and that the descriptions used are generally 
“good enough” for the specific contexts in which they 
are applied. However, (Lorenz, 1995) notes that 
“certain questions regarding climate may be answered 
either affirmatively or negatively, according to the 
precise [definition of climate used]”. Furthermore, 
Lorenz (1995) suggests that definitions of climate 
which are applicable in observational studies, are not 
necessarily the most useful in theoretical or modelling 
studies (Lorenz, 1995; Schneider and Dickinson, 
1974; Leith, 1978). 

Of particular interest in this work are climate 
quantifications—definitions which, when applied, 

provide a quantitative characterisation of a “model 
climate” (also referred to as a “model climatic state”). 
In an observational context, one must consider 
quantifications applicable to individual climate 
variable trajectories sampled over time; however, in 
ensemble modelling studies collections of such 
trajectories can either be sampled at a particular 
“instant” or over a period of time. In this work, 
ensembles considered are IC ensembles (the value of 
which is argued for in, e.g., Hawkins et al. (2015)), but 
definitions involving perturbed physics and multi-
model ensemble output could also be proposed; in 
particular, it could be argued that the IPCC (2013) 
apply a multi-model ensemble definition in 
quantifying projected future climates. 

Following Werndl (2015), we focus on probability 
distributions as a means of capturing the mean state, 
variability and extremes of a local, regional or global 
climatic state. For a particular variable, over a 
particular domain, three types of such quantifications 
– all previously applied – are considered here:  

 

Climate Quantifications 

Temporal (TCQs): the distribution sampled from a 
series of consecutive “points in time” of a single model 
trajectory. In this study, annual averages are 
considered as “points in time”, thus avoiding 
complexities involved with the diurnal and seasonal 
cycles. Note, furthermore, that in an observational 
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setting, rather than a model setting, only TCQs are 
applicable, as there is only one realisation of the 
planetary climate that occurs over a given period. 

Ensemble (ECQs): the distribution sampled at a 
particular “point in time”, from all members of an IC 
ensemble at the 𝒏𝒏𝐭𝐭𝐭𝐭 year of the ensemble duration. 
Ensemble-temporal (ETCQs): the distribution 
sampled from all members of an IC ensemble over a 
series of consecutive points in time (in this case, thus, 
several years). 

Understanding of the differences in climatic 
characterisations that could be produced by different 
approaches to defining climate, should be explored 
and considered in experimental design and 
interpretation of results. This study aims to contribute 
to the discussion on preferable future approaches to 
climate model experimental design, following 
Stainforth et al. (2007) and Daron and Stainforth 
(2013, 2015). 

Methods 

 

Figure 1: Conceptual schematic of ensemble 
experiments considered in this study. Primary 
ensembles are “branched” off from control run at 
selected model years. Secondary ensembles are 
started from ensemble member output. Note that all 
ensembles include 50 members, even though only 5 are 
shown. Each ensemble member is run under either 
present day (2000 AD) or projected transient RCP8.5 
forcing for 2005–2064AD. 

Results discussed here are obtained from the output of 
a large IC ensemble experiment documented in detail 
in Conradie (2015, ch. 3). For this experiment the 
Community Climate System Model, version 4 (Gent et 
al., 2011) was run in a “fully coupled” configuration. 
This includes the following components: atmosphere, 
land, ocean, sea ice and river run-off. In order to 
minimise computational expense, the lowest 
resolution (f45gx3; implying that the atmospheric 
component is run with a 4×5° finite-volume dynamic 
core) on which the fully coupled model can be run, is 
used. 

 For simplicity, only four of the ensembles run for that 
study are considered here; their relation to one another 
is illustrated in Figure 1. These ensembles were all run 
at the South African Centre for High Performance 
Computing (CHPC), where a 1600-year present-day 
control run (PDC1) was performed, to serve as a basis 
for ensembles to be “branched” off from. Selection of 
model years to branch ensembles off from was partly 
strategic and partly arbitrary (see Conradie (2015, sect. 
3.5.2)).  The ICs for all model components of each new 
ensemble, are sourced from the output of a previous 
run. Atmospheric temperature is perturbed to 
distinguish individual ensemble members from one 
another. Ensembles are named according to 
corresponding control run model year (i.e. the number 
of years for which ocean circulation has been active) 
at their initialisation. 

Differences between variable probability distributions 
are quantified using the Kolmogorov-Smirnov 𝐷𝐷-
statistic. For illustrative purposes, in this work, 
annual-mean spatial-mean 2m air temperature (TAS) 
over a region denoted as the “Southern Ocean” (SO; 
the circumglobal domain defined by −65° ≤ 𝜙𝜙 ≤
−40°, where 𝜙𝜙 denotes latitude) is used.  

Results and Discussion 

Figure 2 illustrates the evolution of SO TAS ensemble 
member trajectories for the four ensembles considered 
here. Sampling approaches to obtain each of the 
climate quantifications discussed in the introduction 
are illustrated. Notice that for the three constant 
forcing ensembles it appears to take a decade or more 
before they “settle” around a preferred temperature 
distribution and that this preferred distribution 
depends somewhat on the starting state. 
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Figure 2: Illustration of the three types of climate quantification sampling considered for SO TAS. The black trajectory 
represents control run output. Shaded trajectories represent all 50 members of each of the three present day ensembles 
and one transient forcing ensemble shown. Individual coloured trajectories represent particular ensemble member 
runs, selected because their variable probability distributions (TCQs) are most different from one another and/or the 
overall distribution. The darker grey shaded line represents sampling for an ECQ at model year 625 for the Yr587 
transient forcing ensemble, whereas the lighter grey shaeded block represents sampling for an ETCQ between model 
years 675 and 700 applied to the Yr647 ensemble. 
 

 
 
Figure 3: Comparison of SO TAS probability distributions obtained by applying each of the three climate 
quantifications listed in the Introduction. The complete ensemble (six decades over all members) and decade (one 
decade over all members) panels show ETCQs, the ensemble member panel TCQs (over 60 years, for various 
members) and the year panel shows ECQs for three different years. 
 

In Figure 3 distributions obtained by applying each of 
the quantification approaches to the Yr587 ensemble 

trajectories illustrated in Figure 2 are shown. Note that 
the trajectories from which were sampled to obtain the 
Run28 and Run45 distributions in Figure 3 are 
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highlighted in Figure 2. The distributions thus 
obtained are significantly different from one another 
(𝐷𝐷 ≈ 0.65,𝑝𝑝 < 10−10), i.e these two TCQs differ very 
greatly from one another. The difference in 
distributions for the year 30 ECQ and the Run45 TCQ 
is also large (𝐷𝐷 ≈ 0.40,𝑝𝑝 < 0.001), as is the 
differences between the Run48 TCQ and the decade 6 
(“settled”) ETCQ (𝐷𝐷 ≈ 0.53,𝑝𝑝 < 10−10). For SO 
TAS, 60-year climate variable distributions often (in 
around ∼ 30% of cases, depending on the system IC 
state used) are detectably different from one another 
and the overall ensemble distribution. 

Based on these findings it is concluded that: 

The time period required to capture a predictively 
useful TCQ may vary spatially, and depend on the 
spatial-scale of aggregation. 

Centennial-order periods may, for certain regional 
variables, be required to adequately characterise the 
variable probability distribution from a single time 
series, in a system with similar characteristics to the 
one investigated here. Similar findings are reported by 
Daron and Stainforth (2013). 

Conclusions 

It is shown that round-off order changes in ICs can 
produce regional annual-mean climate variable 
trajectories differing significantly from one another, 
under constant forcing. Furthermore, ECQs for a 
particular ensemble year or ETCQs for a decade 
sometimes differ significantly from ensemble member 
TCQs. Similar findings are reported by. Hence, it is 
suggested that ETCQ multivariate distributions 
together with measures of autocorrelation, be used as 
quantification of model climates. A more detailed 
discussion of the merits and disadvantages of various 
climate quantifications can be found in Conradie 
(2015, ch. 6). 
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Abstract 

The impact of assimilating along-track sea level anomaly (SLA) data into a regional Hybrid Coordinate Ocean Model 
(HYCOM) is investigated with regard to the simulation of mesoscale eddy characteristics in the Agulhas System. 
Eddy characteristics from an assimilated (Assim) and an unassimilated (Free) simulation experiment in HYCOM are 
compared with each other, using satellite altimetry derived eddy characteristics as a basis to evaluate accuracy. 
Overall, Assim yields improvements over Free in eddy density distribution and dynamics. South of Madagascar, the 
number of eddies simulated by both HYCOM experiments is too low, although Assim offers some improvements in 
this regard. 
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Introduction 
The Agulhas Current is one of the most important 
currents in the global ocean-atmosphere system by 
virtue of its role in energy transport (Beal et al., 2011). 
An important transfer of warm, salty waters from the 
south-west Indian Ocean to the south Atlantic Ocean 
occurs in the region of the current’s eastward 
retroflection which occurs south of South Africa. This 
is facilitated primarily by the periodic shedding of 
Agulhas Rings (mesoscale, anticyclonic eddies) 
(Lutjeharms & van Ballegooyen, 1988). An enhanced 
understanding and predictability of the Agulhas 
Current system would prove beneficial to industrial, 
commercial and recreational interests in the region, as 
well as in the event of oil spills and harmful algal 
blooms (Backeberg et al., 2014). Furthermore, 
Agulhas leakage has itself an important influence on 
the Atlantic Ocean Meridional Overturning 
Circulation (AMOC) and hence, on global ocean 
circulation (Beal et al., 2011) and climate.  

The shedding of Agulhas Rings in the region of the 
Agulhas Current retroflection is thought to be linked 
to the propagation of eddies from the Mozambique 
Channel and East Madagascar Current. Eddies and 
dipoles reach the Agulhas Current frequently and on 
occasion propagate all the way to the retroflection, 
influencing its position and modulating ring shedding 
events there (Schouten et al., 2002; Ridderinkhof et 
al., 2013) potentially impacting the AMOC.  

Mesoscale eddies are also important determinants of 
the marine ecology in the region, for example in the 
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western reaches of the Mozambique Channel seabirds 
have been observed to forage at the boundaries of 
eddies (Weimerskirch et al., 2004). Their impact 
probably extends further, given their associated high 
nutrient and low oxygen anomalies (Swart et al., 2010) 
and their tendency to advect phytoplankton-rich, 
coastal waters offshore (Omta et al., 2009). Mesoscale 
eddies may also boost primary production by raising 
nutrients from deep waters to upper ocean levels (e.g. 
Lathuiliere et al., 2010). Given the dearth of coherent 
monitoring systems in the Agulhas system (Backeberg 
et al., 2014), as well as lingering inaccuracies in model 
results due to the highly non-linear nature of the 
dynamics (Biastoch et al., 2008b), concrete 
conclusions about the magnitude of Agulhas leakage 
and the variability thereof remain elusive (Backeberg 
et al., 2014). Model simulations of the Agulhas system 
have been shown to be highly sensitive to subtle 
changes in the numerics (Backeberg et al., 2009; 
Barnier et al., 2006). Data assimilation processes seek 
to compute the most probable model state by 
strategically combining an accurate dynamical model 
with a set of observational data (Evenson, 2003).  
Continuous data assimilation constrains model 
solutions such that forecast accuracy is usefully 
enhanced (Backeberg et al., 2014). 

In this study the impact of assimilating satellite 
altimetry data into a HYCOM simulation is 
investigated with respect to simulated eddy 
characteristics.  
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Methodology 
The HYCOM model configuration, satellite altimetry 
data for assimilation and EnOI data assimilation 
scheme are employed as in Backeberg et al. (2014). 
The satellite altimetry data used for validation with 
HYCOM were produced by Ssalto/Duacs and 
distributed by Aviso. Support for this product is 
provided by CNES 
(http://www.aviso.oceanobs.com/duacs/). They are 
distributed as merged daily gridded maps of global 
ocean gridded absolute dynamic topography (MADT), 
with a spatial resolution of 0.25° Weekly means were 
created from the daily maps of MADT to coincide 
temporally with model results. The altimetry used for 
assimilation into HYCOM is the delayed-time, 
unfiltered, along-track SLA product.  

The automated eddy detection algorithm used here is 
based on the work in Halo et al. (2014). Modifications 
were made to the algorithm code to account for spatial 
variability of the observational error.. 

Root mean squared errors for all eddy statistics were 
computed as per Eq. (1). 

𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅 = �∑ (𝑦𝑦𝑜𝑜−𝑦𝑦𝑒𝑒)2𝑛𝑛
𝑡𝑡=1

𝑛𝑛
       Eq. 1. 

where 𝑛𝑛 is the number of estimations, 𝑦𝑦𝐶𝐶is the 
reference value (Aviso) and 𝑦𝑦𝑒𝑒is the estimated value 
(Free or Assim).  

The difference in relative error (R.E.) between Free 
and Assim was then mapped on a grid (see Fig. 2d), 
with the difference shown in each grid cell computed 
as per Eqs. (2, 3).  

𝑅𝑅.𝑅𝑅. 𝐼𝐼𝐼𝐼𝑝𝑝𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑛𝑛𝐼𝐼 (%) = 𝑦𝑦𝑒𝑒−𝑦𝑦𝑜𝑜
𝑦𝑦𝑜𝑜

× 100     Eq. 2. 

where 𝑦𝑦𝐶𝐶is the reference value (Aviso) and 𝑦𝑦𝑒𝑒is the 
estimated value (Free or Assim).  

𝑅𝑅𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷. = % 𝑅𝑅.𝑅𝑅.𝑓𝑓𝑓𝑓𝑒𝑒𝑒𝑒− % 𝑅𝑅.𝑅𝑅.𝑎𝑎𝑂𝑂𝑂𝑂𝑖𝑖𝐶𝐶      Eq. 3. 

where % 𝑅𝑅.𝑅𝑅.𝑓𝑓𝑓𝑓𝑒𝑒𝑒𝑒 and % 𝑅𝑅.𝑅𝑅.𝑎𝑎𝑂𝑂𝑂𝑂𝑖𝑖𝐶𝐶 are the 
𝑅𝑅.𝑅𝑅. 𝐼𝐼𝐼𝐼𝑝𝑝𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑛𝑛𝐼𝐼𝑝𝑝 (%) as calculated in Eq. 2. 

A range of dynamical and geometric properties was 
computed for individual eddies by the detection and 
tracking algorithm, and used for comparison of Free, 
Assim and Aviso.      

 

 

 

 

Results & Discussion 

Figure 4. All eddy formation sites, dissipation sites 
and trajectories are shown for a) Assim. and b) Aviso, 
2009 (Free not shown). Colours distinguish different 
eddies.  Formation sites are marked ‘O’ whilst 
dissipation sites are marked ‘X’. Eddies of all lifetimes 
are shown.  

http://www.aviso.oceanobs.com/duacs/
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Assim shows improvement across a range of derived 
dynamical eddy properties compared to Free, with the 
exception of cyclonic vorticity (figures not shown). 
Root mean squared errors (RMSE) for eddy amplitude 
and rotational speed are reduced in Assim by 36.5 %, 
and 27.5 % respectively. A slight degradation is also 
evident in eddy size (radii and area). Two results of 
particular interest are those of eddy density 
distribution (Fig. 1) and eddy kinetic energy (EKE) 
which shows an improvement of 13.7 % in RMSE in 
Assim (Fig. 2). 

Whilst the number of eddies simulated by Assim is 
improved from that of Free, the eddy field remains 
deficient in the regions south and south east of 
Madagascar (Fig. 1). Analysis of eddy lifetimes 
revealed that HYCOM configurations initialise a 
number of eddies with coherent geometric and 
dynamical properties, but unrealistically short life 
times. As such, they do not appear in more than one 
frame (i.e. life time < 7 days), and therefore exhibit co-
incident birth and death sites (Fig. 1).  

EKE is a proxy for mesoscale variability, including 
eddies (Backeberg et al., 2014). Previous studies (e.g. 
Backeberg et al., 2014) have shown EKE from 
HYCOM in this region to be, at times, exaggerated. In 
such studies, EKE is calculated from continuous 
velocity fields. As such, whilst it might sometimes be 
valid to do so, EKE cannot be explicitly linked to eddy 

activity, and could be the result of meandering currents 
or other chaotic flow. In this study, computing EKE 
associated exclusively with eddies detected by the 
algorithm, allows EKE in the region to be attributed 
explicitly to mesoscale eddies, and highlights the 
importance of separating the eddy field from the 
continuous field. Further, this result suggests that, 
whilst the model appears to be simulating sufficient 
variability in the mean flow, it is not able to simulate 
and sustain eddies realistically. 

Conclusions 

Assimilating along-track SLA data in an eddy 
resolving HYCOM of the Agulhas system provides 
general improvement in eddy density distribution. 
Concerns remain however regarding the absence and 
lifespan of simulated eddies in the region south and 
south east of Madagascar. Eddies simulated here are 
unrealistically short lived. Derived statistics show 
improvement in Assim across a wide range of 
dynamical properties including amplitude, rotational 
speed and EKE The accuracy of the eddy sizes 
simulated by Assim are somewhat degraded compared 
to Free. The study suggests that the strategy for the 
analysis of eddy properties should be carefully 
selected, for example, EKE calculated from a 
continuous velocity field is not a good proxy for eddy 
energy and validation. 

Figure 5. Eddy kinetic energy for a) Free, b) Assim and c) Aviso as computed by the detection and 
tracking algorithm. d) Shows difference in relative error as per Eq. 3, with redder tones indicating 
closer adherence of Assim to Aviso, and bluer areas indicating closer adherence of Free to Aviso. 
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Long-term forecasting of river runoff is important for climate scientists and hydrologists. By analysing the 
processes of a river basin characterized by measurable variables, an empirical data-driven model can be 
constructed. The support vector regression technique is used in this study to analyse historical stream flow 
occurrences and predict stream flow values for the Amazon basin. Up to twelve month predictions are made and 
the coefficient of determination and root-mean-square error are used for accuracy assessment. Compared to 
previous studies, satisfactory results are obtained. Inclusion of environmental aspects such as precipitation and 
evaporation are suggested for more accurate predictions. 
___________________________________________________________________________ 
Keywords: Support vector machine, Support vector regression, Amazon basin, Stream flow prediction 
 
1. Introduction 
 
Research on model-generated river runoff is 
essential for climate scientists and hydrologists to 
predict and understand future changes in river runoff 
that may be associated with global climate change. 
The hydrologic cycle is closed by returning the 
correct amount of water to the river mouth with the 
appropriate timing and position (Miller et al., 1993). 
River engineers and scientists use these results for 
the study of various hydro-environmental aspects, 
such as the increasing international concern of 
riverine pollution problems and the growing flood 
levels of rivers (Falconer et al., 2005). Furthermore, 
sediment transport and salinity changes within the 
river basin can be examined and predicted (Falconer 
et al., 2005; Miller et al., 1993). 
 
Numerous hydrological models have been 
implemented by researchers to analyse the 
behaviour of river basins and to model river flow in 
such basins by mapping the natural phenomena to a 
simulation program (Falconer et al., 2005). These 
models are known as physically based or process 
models, since they are based on the physical 
behaviour of the specific river basin system as well 
as the mathematical description of the river flow 
(Falconer et al., 2005; Solomatine and Ostfeld, 
2008). A physically based model consists of a 
numerical process which involves the computation 
of an efficient and accurate solution to equations 
based on the physical laws obtained for the specific 
system. The accuracy of a process model is tested by 
comparing its results to past observations, and if a 
desired accuracy is obtained, such a model may be 
used to calculate and predict future changes in the 
particular system. 
 
Even though various hydraulic and hydrologic 
process models have been constructed for river basin 

systems, limited knowledge of the required 
modelling processes in a system may result in an 
unreliable model. However, such a system may 
consist of a process characterized by measurable 
variables and contain a sufficient amount of 
concurrent input and output data associated with the 
particular process (Solomatine and Ostfeld, 2008). 
By analysing the relationship between the input and 
output data an empirical mathematical model, 
known as a data-driven model, can be constructed to 
model and predict future output variables 
(Solomatine and Ostfeld, 2008). 
 
A detailed understanding of the physical processes 
and behaviour of a river basin system is therefore not 
required for the construction of a data-driven model. 
Instead, data-driven modelling involves a study of 
the relationship between the system's state variables 
(Solomatine et al., 2008). This may allow for the 
improvement of physically based models.  
 
The objective of this study is the description and 
implementation of an empirically based (data-
driven) model for river runoff. In particular, a 
supervised machine learning model known as 
support vector regression (SVR) will be considered. 
This model is used to analyse the stream flow history 
of gauging stations in a river basin in order to 
determine future stream flow. The Amazon River in 
South America is considered for the application of 
this data-driven model and an attempt to accurately 
predict stream flow is made. 
 
2. Instrumentation and Method 
 
2.1. Study area and available data 
Stream flow data for the Amazon basin have been 
obtained from the Observation Service for the 
geodynamical, hydrological and biogeochemical 
control of erosion/alteration and material transport 
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(SO HYBAM). This association manages 20 
gauging stations that are distributed in the Amazon. 
The stream flow records of three are considered for 
this study: the Obidos station in Rio Amazonas, the 
Manacapuru station in Rio Solimões, and the Lábrea 
station in Rio Purus, shown in Fig. 1. 
 

 
Figure 1. Study area and location of the gauging stations. 
 
2.2. Support vector regression: model formulation 
 
In order to forecast an outcome 𝑦𝑦(𝐼𝐼 + ∆𝐼𝐼) at an 
instant ∆𝐼𝐼 from current time 𝐼𝐼, a regression method 
can be constructed. The purpose of such a method is 
to formulate a function 𝐷𝐷(𝒙𝒙) such that 𝐷𝐷(𝒙𝒙) =
𝑦𝑦(𝐼𝐼 + ∆𝐼𝐼). The function 𝐷𝐷 takes an input vector 𝒙𝒙 =
 (𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝐶𝐶) of 𝐼𝐼 known variables, including 
current and past data records [𝑦𝑦(𝐼𝐼),𝑦𝑦(𝐼𝐼 − 1), … ,
𝑦𝑦(𝐼𝐼 − 𝑞𝑞)], where 𝑞𝑞 ≤ 𝐼𝐼. The input vector may also 
consist of any other available numerical variables. 
 
An extension of the support vector machine (SVM), 
formulated by Cortes and Vapnik (1995), is known 
as the support vector regression (SVR) technique. A 
thorough description on the construction of the SVR 
technique, its optimization parameters (𝐶𝐶 and 𝜖𝜖) and 
its applications in the field of hydrology can be 
found in Raghavendra and Deka (2014). An 
important concept of the SVR method is that it 
attempts to find a simple function that can fit all the 
data while minimizing the sum of prediction errors 
above a predefined margin (Callegari et al., 2015). 
 
For cases where the SVR model has to optimize 
nonlinear functions, the input vector 𝒙𝒙 is mapped to 
a feature space where its relationship with 𝑦𝑦 is 
linearized. This mapping function is known as a 
kernel function. A detailed discussion on kernel 
functions is given by Raghavendra and Deka (2014). 
 
2.3. Model training and testing 
 
The process of formulating a function 𝐷𝐷(𝒙𝒙) on a 
given subset of the available data (known as the 
training set) is known as training. During training, 
the model is tested by fitting it to a second sample 
set (known as the validation set). Finally, the trained 
SVR model is verified by an accuracy measurement 
on a third subset of the given samples, known as the 
test set (Solomatine and Ostfeld, 2008). 

For the Obidos gauging station, monthly stream flow 
data from 1970 to 2000 are considered. Furthermore, 
data from 1973 to 2003 and from 1968 to 1998 are 
available for the Manacapuru and Lábrea stations, 
respectively. For each station, data for the first 15 
years are used as training sets. The following 10 
years' data constitutes the validation set and the 
remaining 5 years' data are used for testing. 
 
2.4. Feature and kernel function selection 
 
Each input vector 𝒙𝒙 consists of 12 antecedent stream 
flow periods (months). The value of 𝑦𝑦 represents the 
flow in the next period. One month predictions are 
made, where after forecasting is extended for up to 
12 months. Evaluation is done by calculating the 
coefficient of determination (𝑅𝑅2) of the predicted 
and observed stream flow values. The purpose of 𝑅𝑅2 
is to give an estimation of how well observed models 
are replicated by the fitted model, based on the 
percentage of total variation of outcomes interpreted 
by the model. The 𝑅𝑅2 percentage therefore 
represents the percentage of variation of predicted 
outcomes that are explained by the fitted model. 
Furthermore, the root-mean-square error (RMSE) 
percentage indicates residual variance between 
observed and forecasted outcomes, and will be used 
for evaluation in this study. 
 
Linear, Polynomial (Poly) and Radial Basis (RBF) 
kernel functions are considered. These SVR 
formulations are expressed as follows: 
 
Linear:   𝑘𝑘�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗� = 𝑥𝑥𝑖𝑖𝑇𝑇𝑥𝑥𝑗𝑗, 
Poly:   𝑘𝑘�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗� = �𝛾𝛾𝑥𝑥𝑖𝑖𝑇𝑇𝑥𝑥𝑗𝑗 + 𝐼𝐼�𝑑𝑑, and 
RBF:   𝑘𝑘�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗� = exp �−𝛾𝛾�𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗�

2� ;   𝛾𝛾 > 0. 
 
The mapping of features 𝑥𝑥𝐷𝐷 and 𝑥𝑥𝑗𝑗 to the feature 
space is represented by 𝑘𝑘�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗�. An outline of the 
kernel functions and their hyperparameters are given 
by Granata et al. (2016). A built-in module in the 
Python programming language, known as Optunity, 
is used to optimize the parameters of each kernel. 
 
3. Results and Discussion 
 
3.1. Optimal hyperparameters and kernel functions 
 
Historical stream flow records of the respective 
stations are examined. For each station, the optimal 
hyperparameters of the considered kernel functions 
are calculated in order to determine the best 
generalized model for the given data. The 𝑅𝑅2 value 
for each optimized model is listed in Tables 1 to 3. 
For the training and validation sets, every kernel 
function provides an 𝑅𝑅2 greater than 0.9, indicating 



27 

 

that at least 90% of the total variation of predicted 
outcomes are explained by the fitted models. The 
RBF and polynomial kernel functions provide the 
best results for each station. However, the RBF 
kernel is less complex in comparison to polynomial 
kernels, since it contains fewer parameters. Further 
investigation is therefore done by only considering 
the RBF kernel. 
  
Table 1. Optimized kernel-specific hyperparameters and 𝑅𝑅2 for 
one month predictions of river flow at the Obidos gauging station. 

OBIDOS GAUGING STATION 
 Optimal Parameters 𝑅𝑅2  
Kerne

l 
𝐶𝐶 𝜖𝜖 

 
𝛾𝛾 𝑑𝑑 𝐼𝐼 Trainin

g set 
Validatio

n set 
RBF 64

1 
0.030
3 

0.06
7 

- - 0.983 0.967 

Linea
r 

30
4 

0.026
2 

- - - 0.976 0.965 

Poly 38
1 

0.030
7 

0.1 2 0.
3 

0.981 0.966 

 
Table 2. Optimized kernel-specific hyperparameters and 𝑅𝑅2 for 
one month predictions of river flow at the Manacapuru gauging 
station. 

MANACAPURU GAUGING STATION 
 Optimal Parameters 𝑅𝑅2 
Kerne

l 
𝐶𝐶 𝜖𝜖 𝛾𝛾 𝑑𝑑 𝐼𝐼 Trainin

g set 
Validatio

n set 
RBF 57

0 
0.02 0.0

3 
- - 0.937 0.923 

Linea
r 

38
5 

0.048 - - - 0.912 0.904 

Poly 78 0.005
6 

0.1 3 0.
5 

0.942 0.925 

 
Table 3. Optimized kernel-specific hyperparameters and 𝑅𝑅2 for 
one month predictions of river flow at the Lábrea gauging station. 

LABREA GAUGING STATION 
 Optimal Parameters 𝑅𝑅2 

Kerne
l 

𝐶𝐶 𝜖𝜖 𝛾𝛾 𝑑𝑑 𝐼𝐼 Trainin
g set 

Validatio
n set 

RBF 25
5 

0.05 1.
7 

- - 0.985 0.965 

Linea
r 

84 0.015 - - - 0.956 0.951 

Poly 67
5 

0.032
9 

0.
1 

5 0.1
1 

0.984 0.959 

 
 
3.2. Extended stream flow forecasting 
 
The optimized RBF models are applied to the testing 
data for forecasting. At an instant (month) 𝐼𝐼, twelve 
antecedent observed flow values 𝒙𝒙 = [𝑦𝑦(𝐼𝐼),𝑦𝑦(𝐼𝐼 −
1), … , 𝑦𝑦(𝐼𝐼 − 11)]  are used to predict flow 
𝐷𝐷(𝒙𝒙){𝑡𝑡+1} for month 𝐼𝐼 + 1. This is known as one 
month forecasting. Similarly, for two month 
forecasting, an input vector 𝒙𝒙 =  [𝐷𝐷(𝒙𝒙){𝑡𝑡+1},𝑦𝑦(𝐼𝐼),
… , 𝑦𝑦(𝐼𝐼 − 10)] is used to predict stream flow for 
month 𝐼𝐼 + 2. Forecasting extending up to 12 months 
is done on the given test set of each station. The 
corresponding 𝑅𝑅2 values and 𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅  percentages are 
determined and shown in Figs. 2 and 3, respectively. 
 
For each gauging station the best results were 
obtained for one month forecasting. An 𝑅𝑅2 of 0.973 

is obtained for the Obidos station, whereas 𝑅𝑅2 values 
of 0.94 and 0.95 are obtained for the Manacapuru 
and Lábrea stations, respectively. Furthermore, the 
RMSE percentages are obtained respectively as 
5.06%, 6.49% and 21.38%. 𝑅𝑅2 is a relative error of 
fit, whereas 𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅 is an absolute measure of fit. 
Since 𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅 is the square root of a variance, it can 
be explained as the standard deviation of the 
unexplained variance. This clarifies the larger 
𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅 values obtained for the Lábrea station. 
Compared to stream flow forecasting studies done 
by Veiga et al. (2015), Lin et al. (2006) and 
Callegari et al. (2015), these results are quite 
satisfactory. 
 
Extended forecasting produces less accurate results. 
However, it should be taken into account that 
predicted stream flow values were used to make 
future predictions. Also, stream flow is the only 
environmental/hydrological variable considered. 
 

 
Figure 2. 𝑅𝑅2 results for extended forecasting. 
 

 
Figure 3. 𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅 percentages for extended forecasting. 
 
3.3. Illustrations of stream flow predictions 
 
Figure 4 is an illustration of one, six and twelve 
month extended stream flow forecasting compared 
to observed stream flow. The worst predictions are 
made at the minimum and maximum stream flow 
occurrences, whereas good results are obtained for 
the upward and downward flow tendencies. 
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Figure 4: Stream flow discharge at the Obidos station for 1, 6, 
and 12 month predictions. 
 
4. Conclusions 
 
Research on long-term forecasting of river runoff 
predictions is important for climate scientists and 
hydrologists, since these results are used for the 
study of various hydro-environmental aspects. 
Numerous physically based hydrologic models have 
been implemented by researchers for this task, but 
due to limited knowledge of the necessary modelling 
processes in a river basin, inaccurate results have 
been obtained. Therefore, by analysing the processes 
of a river basin characterized by measurable 
variables, an empirical data-driven model can be 
constructed. The support vector regression (SVR) 
machine learning technique was used in this study to 
analyse historical stream flow occurrences in order 
to predict stream flow values. Predictions for up to 
twelve months were made and the coefficient of 
determination as well as the root-mean-square error 
were used as accuracy measurements. Satisfactory 
results were obtained and local stream flow data 
proved to be a trustworthy hydrological factor when 
predicting a specific river’s stream flow. Even 
though the effects of precipitation may already be 
present in stream flow data, an understanding of the 
relationship between stream flow and precipitation 
may lead to a more accurate prediction of stream 
flow. Explicitly including precipitation and other 
environmental aspects such as temperature and 
evaporation when building an SVR model will 
therefore be addressed in further studies. 
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Abstract 

Maximum temperature, minimum temperature and rainfall data of 248 weather stations across South Africa are used to assess the 
magnitude and spatial distribution of temperature and rainfall anomalies during the 2015/16 summer season relative to the previous 
9 summer seasons. The 2015/2016 summer season was characterized by the presence of a very strong El Niño. The months of 
October and December were especially hot and dry, with 40% of the stations during December associated with maximum 
temperature anomalies exceeding 4˚C. Rainfall conditions improved during the late summer, with exceptional rainfall anomalies 
over the western interior during January. Despite the improved rainfall conditions, January and February still experienced 
anomalously warm conditions over almost the entire country. 

 

Keywords: South Africa, Temperature anomalies, Rainfall anomalies, El Niño 
 

Introduction 
Coupled climate models predicted a strong El Niño 
to develop during the latter half of 2015 and to peak 
during the austral mid-summer months 
(http://www.iri.columbia.edu/our-
expertise/climate/forecasts/enso/2015-September-
quick-look). The 2015/16 El Niño turned out to be 
one of the strongest El Niño events on record 
(http://www.cpc.noaa.gov/products/analysis_monit
oring/ensostuff/ensoyears.shtml). Over South 
Africa, El Niño conditions are usually associated 
with below-normal rainfall and above-normal 
temperatures (Van Heerden and Terblanche, 1988). 
The impact of El Niño occurs usually during the 
mid-summer when the association between rainfall 
and ENSO is the strongest (Barnston et al., 1996; 
Landman and Beraki, 2012). The larger part of 
South Africa receives summer rainfall, and the mid-
summer months (e.g. Landman and Beraki, 2012) 
are a crucial part of the growing season for summer 
crops. The drought associated with the 1991/92 El 
Niño had devastating impacts on agriculture in 
southern Africa (Vogel and Drummond, 1993). The 
prediction of a strong El Niño during the 2015/16 
summer was therefore alarming, especially as parts 
of the central interior of the country suffered from 
drought conditions during 2012 and 2013 (Malherbe 
et al., 2015), continuing into 2014. 
 
On top of the eminent 2015/16 El-Niño, the year 
2015 was globally the warmest year recorded since 
surface temperature measurements commenced 
(http://www.climate.nasa.gov). This record high 
global average surface temperature is partly 
attributed to global warming, partly to El Niño. The 
past 15 years form all part of the warmest 16 years 
(average global surface temperature, land and 
ocean) 
(http://www.ncdc.noaa.gov/sotc/global/201513). 
The only year that forms part of the 16 warmest 

years ever recorded, but that is not part of the last 15 
years, is 1998. In this paper, temperature and rainfall 
anomalies over South Africa during the 2015/16 
summer season are compared to the mean 
temperature and rainfall anomalies of the summers 
during the previous decade.  
 
Data and Method 
The summer season is defined as the months of 
October to March the following calendar year. Daily 
maximum temperature, minimum temperature and 
rainfall data for 248 weather stations across South 
Africa for 10 summer seasons (2006/07 to 2015/16) 
are used in this analysis. These 248 stations were 
chosen based on their continuous availability 
throughout these 10 summer seasons as well as 
passing minimum quality requirements. The 
geographical distrubution of the 248 stations are 
representative of all the different climate regions 
over South Africa. Threshold value quality checks 
and missing value checks were employed on the 
daily data. Monthly means are only calculated if a 
station adhered to the minimum quality 
requirements for at least 90% of the days within a 
specific month. These calculated monthly means are 
then used to calculate temperature and rainfall 
anomalies for each of the months of the 2015/16 
summer season relative to the monthly means of the 
remaining 9 summer seasons.        
 
Results and Discussion 
The range of maximum temperature and minimum 
temperature anomalies across South Africa for each 
of the 2015/16 summer months are shown in Fig. 1 
and 2. With regard to maximum temperature 
anomalies, the median values were above 0˚C during 
all the summer months. The months of October and 
December experienced the largest temperature 
anomalies (Fig. 1), reaching 6˚C at a few stations 
over the western interior (Orange river valley) and 
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southern-central (Cradock, Grootfontein) to 
northeastern interior (Viljoenskroon, Alldays, 
Mokopani and Zebediela) respectively (Fig. 4). 

 
Figure 1: Box-plots of the 2015/16 summer 
maximum temperature anomalies (˚C) calculated at 
248 stations across South Africa relative to the 
2006/07-2014/15 maximum temperature monthly 
means. 
 
More than 99% of the stations had positive 
maximum temperature anomalies during October 
and December, while 29% and 40% of the stations 
recorded anomalies exceeding 4˚C during October 
and December respectively. During January and 
February, 98% and 87 % of the stations recorded 
positive maximum temperature anomalies 
respectively. November and March had the smallest 
spatial distribution (expressed as percentage of the 
248 weather stations) of positive maximum 
temperature anomalies (Fig. 4) with 82% and 60% 
of the stations that recorded anomalies > 0˚C 
respectively. 
 
Minimum temperature anomalies are generally 
smaller than that of the maximum temperature 
anomalies (Fig. 2). An interesting feature with 
regard to the minimum temperature anomalies is the 
< 0˚C median value for the month of November. 
 
The range of rainfall anomalies for the 2015/16 
summer season at the 248 weather stations, 
expressed as a percentage, is shown in Fig. 3. The 
early summer months are characterized by a larger 
number of stations with negative rainfall anomaly 
percentages compared to the late summer months 
(96%, 87%, 88% vs 58%, 69%, 36%). The months 
of October and December, also the months with the 
most striking warm maximum temperature 
anomalies, were the months that suffered the largest 
rainfall deficits. During January, stations located 
over the western interior received very good rainfall 
(Fig. 5), with the rainfall anomaly percentage 
reaching 600% (Fig. 3). The northeastern interior 
received normal to above normal rainfall in 

February continueing into March when good rainfall 
also fell over the southwestern part of the country 
(Fig. 5). 

 
Figure 2: Box-plots of the 2015/16 summer 
minimum temperature anomalies (˚C) calculated at 
248 stations across South Africa relative to the 
2006/07-2014/15 minimum temperature monthly 
means. 

 
Figure 3: Box-plots of the 2015/16 summer rainfall 
anomalies (%) calculated at 248 stations across 
South Africa relative to the 2006/07-2014/15 
monthly mean rainfall. 
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Figure 4: Maximum temperature anomalies for the 
2015/16 summer season. Blue (red) shaded dots 
indicate negative (positive) anomalies (ºC). The 
magnitude of the anomalies is shown at the top of 
the figure. 

 
Figure 5: Rainfall anomalies for the 2015/16 
summer season. Blue (red) shaded dots indicate 
positive (negative) anomalies (%). The magnitude of 
the anomalies is shown at the top of the figure. 

 
Conclusions 
Compared to the past decade, the 2015/16 summer 
season was warm and dry during the early summer, 
with somewhat wetter conditions during the late 
summer, although still anomalously warm over most 
of the country. The maximum temperature 
anomalies in the order of 4˚C and higher during 
October and in particular during December when 
40% of the stations are associated with anomalies of 
this magnitude are very noteworthy and might be a 
view into the future of projected temperatures for 
southern Africa (Engelbrecht et al., 2015). 
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Abstract 

A new global ocean model is currently under development at the CSIR in South Africa, to serve as the ocean component of the 
Variable-resolution Earth System Model (VRESM). A novel aspect of VRESM is that both its ocean and atmospheric components 
employ the equi-angular gnomonic-cubic grid. A key computational advantage of this grid system is that it offers quasi-uniform 
resolution globally, even more so than in the case of the more widely used conformal-cubic grid, and significantly more so than in 
the case of the latitude-longitude grid. However, use of the equi-angular gnomonic-cubic projection results in a coordinate system 
that is non-orthoganal, which in turn implies that the primitive equations assume a more complicated form that in the case of 
orthogonal (e.g. conformal-cubic and latitude-longitude) coordinate systems. In this paper we derive the form that the hyrostatic 
primitive equations assume on the equi-angular gnomonic-cubic grid for an ocean that satisfies the Boussinesq assumption, thereby 
obtaining the dynamic core of the new ocean model. Given that the equi-angular gnomonic-cubic grid offers flexible options for 
high-resolution stretched-grid modelling through the Schmidt transformation, the new ocean model is termed the “Variable-
resolution Cubic Ocean Model (VCOM)”.   

Keywords: ocean model, equi-angular gnomonic-cubic-projection, quasi-uniform resolution, primitive equations, VCOM. 
 

Introduction 
The majority of global ocean models that are applied 
today, for example most of the models applied in the 
Coupled Model Intercomparison Project Phase Five 
(CMIP5) of the Intergovernmental Panel on Climate 
Change (IPCC), employ latitude-longitude based 
grid systems. A first problem associated with the use 
of the latitude-longitude grid in climate modelling 
are the polar singularities, although these can be 
avoided in ocean models (applied to Earth with its  
current configuration of continents) by rotating the 
grid so that both poles are located over the 
continents. A second problem is the convergence of 
longitudinal lines towards the poles and associated 
increases in horizontal resolution, which places a 
severe restriction on the Courant-Friedrichs-Lewy 
stability criterion across the entire integration 
domain. The use of tri-polar latitude-longitude grids 
has consequently become popular in ocean 
modelling. In these grid systems three different 
overlapping longitude-latitude grids are used to 
provide more uniform resolution. However, tri-polar 
grids are not an appealing option for global 
atmospheric modelling, which can’t avoid the 
existence of the singularities inherent to these grids. 
This has resulted in the status quo in coupled climate 
modelling, namely the use of very different 
horizontal grid systems in global ocean and 
atmosphere models. Model couplers are needed to 
interpolated heat, mass and momentum fluxes 
between the different grid systems, with resulting 
complications towards avoiding model drift. 
It is against this background that the CSIR in 
partnership with the Commonwealth Scientific and 

Industrial Research Organisation (CSIRO) is 
developing a new coupled climate model with all 
component models using the same horizontal grid 
system. The equi-angular gnomonic-cubic grid 
(Sadourny, 1972) has been selected for this purpose, 
due to its appealing property of providing almost 
uniform resolution globally whilst at the same time 
avoiding the existence of singularities. This grid 
system is more uniform than the more widely used 
conformal-cubic grid, but is non-orthogonal, 
resulting in both the atmospheric and ocean 
equations assuming a more complicated form than 
in orthogonal coordinate systems (e.g. Rancic et al., 
1996). This paper derives the form that the 
hydrostatic primitive equations assume on the equi-
angular gnomonic-cubic grid, for an ocean that 
satisfies the Boussinesq assumption. The dynamic 
core of the new ocean model is thereby obtained, 
following on the recent development of a global 
atmospheric model cast on the same grid system at 
the CSIRO. 
    
Hydrostatic primitive equations in general 
curvilinear coordinates 
The hydrostatic primitive equations in general 
curvilinear equations applied to the ocean are 
(Tsugawa et al., 2008):  
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Here 𝑢𝑢𝐷𝐷 and 𝑢𝑢𝐷𝐷 are the covariant and contravariant 
wind components, respectively (Sadourny, 1972): 
 

 
 
With 𝑉𝑉� the horizontal wind vector and 𝑎𝑎1�  and 𝑎𝑎2�  the 
horizontal unit base-vectors of the coordinate 
system. The Greek letter subscripts and superscripts 
express vector components 1 or 2, with the 
subscripts representing covariant components and 
superscripts contravariant components. w is the 
vertical velocity, ζ is the relative vorticity, f is the 
Coriolis parameter, K is the kinetic energy, θ is the 
potential temperature, p is the pressure, φ is the 
density and φ0 is the constant reference density. The 
diffusion terms for potential temperature and salinity 
are 𝐷𝐷𝜃𝜃 and 𝐷𝐷𝑝𝑝, respectively. 𝐹𝐹𝛼𝛼 is the viscous force. 
Note that the use of a reference density state in the 
horizontal momentum equations implies that the 
Boussinesq assumption has been made. The 
hydrostatic primitive equations are thought to only 
break down at length scales of 10 to 1 km in the 
horizontal, and ae widely used for global and 
regional ocean modelling at resolutions of 10 km in 
the horizontal or courser. 
The contravariant component 𝑢𝑢𝛽𝛽 of the horizontal 
velocity is related to the to the covariant component 
𝑢𝑢𝛼𝛼 by (Tsugawa et al., 2008) 
 

 
 
where 𝑔𝑔𝛼𝛼𝛽𝛽 is the contravariant component of the 
metric tensor with Jacobian  
 

 
 
Furthermore (Tsugawa et al, 2008), 

 
and 
  

 
 
Here 𝑇𝑇𝛼𝛼𝛽𝛽

𝛾𝛾  is the Chistoffel symbol which denotes 
changes of the basis vectors. Tsugawa et al. (2008) 
proceeded to develop a global ocean model using 
this equation set applied to the conformal-cubic grid 
and a related family of cubic grids more uniform 
than the conformal-cubic grid. The dynamic core 
developed in this paper is similar, but makes use of 
a different and possibly even more uniform 
projection of the cube onto the sphere, namely the 
equi-angular gnomonic-cubic projection. 
 
Hydrostatic primitive equations on the equi-angular 
gnomonic-cubic grid 
In order to construct the equi-angular gnomonic-
cubic grid, a cube is set up to encompass the sphere 
and tangent to it. A line of grid points spaced equally 
in longitude is constructed on the cube, at the 
latitude of the equator. A grid is then set-up across 
the cube consistent with this construction. The equi-
angular gnomonic grid on the sphere is subsequently 
obtained through a projection from the centre of the 
sphere (i.e. gnomonic) of the grid points on the cube 
onto the sphere. The area elements that are 
constructed in this way on the sphere are quasi-
uniform. A G7 equi-angular gnomonic cubic-grid (7 
x 7 grid points per panel of the cube) is displayed in 
Fig. 1. 
 
To obtain the form that the curvilinear equations 
assume for the case of the coordinate system 
obtained from the equi-angular gnomonic-cubic 
projection, expressions for the base vectors 𝑎𝑎1�  and 
𝑎𝑎2�  need to be derived for each of the faces of the 
cube. To this end, note that for a sphere of radius R 
half of the dimension of the cube is simply a=R.  Let 
the cube be orientated so that the absolute centred 
coordinate axes (𝑋𝑋1, 𝑋𝑋2, 𝑋𝑋3) are normal to its faces. 
Note that 𝑥𝑥1 and 𝑥𝑥2 assume values from the interval 
[−𝑎𝑎; 𝑎𝑎]. 
 
For example, consider the face of the cube that is 
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looking in the −𝑋𝑋2 direction. The local coordinates 
are related to the absolute coordinates via the 
relation 
 

 
 
where r is defined as 
 

 
 

Noting that 
𝜕𝜕𝐼𝐼

𝜕𝜕𝑥𝑥1 =
𝑥𝑥1

𝐼𝐼
 and 

𝜕𝜕𝐼𝐼

𝜕𝜕𝑥𝑥2 =
𝑥𝑥2

𝐼𝐼
, expressions for 

the base vectors follow: 
 

 
 
These expressions may be used to calculate the 
terms that constitute the tensor 𝑔𝑔𝐷𝐷𝑗𝑗, which describes 
the local geometry (the metric coefficients): 
 

 
Eq. (19) above allows for the calculation of the 
Jacobian G in eq. (9) for the case of the equi-angular 
gnomonic-cubic derived coordinate system. The 
resulting hydrostatic primitive equations on the 
equi-angular grid are: 
 

 

 Here 

 
and      

    

 
 
 
 

 
Figure 2: Model pressure (kPa) and geostrophic 
streamlines at z=0 at model initialisation. 
 
Note that towards the calculation of the horizontal 
derivatives in eqs. (22) to (24) above expressions for 
Г𝛼𝛼𝛽𝛽 are needed. These expressions can be evaluated 

Figure 1: G7 equi-angular gnomonic-cubic grid 
on the sphere. Grid points at the centers of the grid 
boxes represent the Arakawa-A grid used in the 
numerical solution of the ocean equations. 
Different colors are used to indicate the six 
different panels of the cube that were projected. 
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by making use of eqs (17) and (18). Fig. 2 shows the 
VCOM calculated pressure at z=0 and associated 
geostrophic streamlines at model initialization, on 
the equi-angular gnomonic-cubic grid. 
 
Conclusions 
The form that the hydrostatic primitive equations 
assume on the equi-angular gnomonic-cubic grid for 
an ocean that satisfies the Boussinesq assumption 
has been derived. The resulting equation set is used 
as the dynamic core for the new ocean model under 
development at the CSIR. Since the equi-angular 
gnomonic-cubic grid also allows flexible stretched-
grid options through the Schmidt transformation 
(McGregor, 1996), the new model has been termed 
the Variable-resolution Cubic Ocean Model 
(VCOM). VCOM compliments the Variable-
resolution Atmospheric Model (VCAM) recently 
developed at CSIRO, and forms the ocean 
component of the new Variable-resolution Earth 
System Model (VRESM).  
 
Acknowledgement 
The research is funded through a CSIR 
Parliamentary Grant and CSIR thematic funds 
References 
McGregor J.L. (1996). Semi-Lagrangian advection 
on a cubic-gnomonic projection of the sphere. 
Atmos. Ocean. 
 
Rancic, M. Purser, R.J. and Messinger F. (1996). A 
global shallow-water model using an expanded 
spherical cube: gnomonic versus conformal 
coordinates. Q. J.R. Meteorol. Soc. 124: 637-647.  
 
Sadourny, R. (1972). Conservative finite-difference 
approximations of the primitive equations on quasi-
uniform spherical grids. Monthly Weather Review. 
100: 136–144. 
 
Tsugawa M., Tanaka Y. and Matsuno T. (2008). An 
ocean general circulation model on a quasi-
homogeneous cubic grid. Ocean Modelling.  22: 66-
86. 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



36 

 

Tropical Temperate Troughs over Southern Africa as Simulated by a Fully 
Coupled Model 

Magdel Erasmus, University of Pretoria* 
Willem A. Landman, University of Pretoria 

Christien J. Engelbrecht, Agricultural Research Council 
 

Abstract 
The formation and development of tropical temperate troughs across southern Africa are investigated to determine 
the skill of a fully coupled model to simulate these tropical-temperate interactions. Hindcast outgoing long wave 
radiation data from the Global Seasonal Forecast System version 5 of the UK Met Office is compared to observed 
data for the months of November to February for the period 1996/1997 to 2009/2010. Overall, model data showed 
a smaller number of tropical temperate troughs than the observed data. The root mean square error revealed that 
on a monthly basis the model performs better at shorter lead times than at longer lead times. The monthly 
performance is also better than the overall seasonal performance. 
 
Keywords: Cloud bands, GloSea5, Heavy rainfall, Metbot, Tropical-extratropical interactions  
 
INTRODUCTION 
Tropical-extratropical interactions exist in various 
parts of the world. Sometimes these weather 
phenomena are referred to as tropical plumes, but in 
southern Africa are more popularly known as 
tropical temperate troughs (TTT) (Hart et al, 2010; 
Knippertz, 2007). TTT’s represent an important 
mechanism for the poleward transportation of 
energy (heat), moisture and momentum. They 
consist of an area of enhanced convergence that can 
normally be identified as cloud bands on satellite 
imagery as regions of elongated clouds, stretching 
from the tropics south-eastward (north-eastward) 
towards the South Pole (North Pole) (Harangoza and 
Harrison, 1983; Harrison, 1984; Hart et al, 2010; 
Macron et al, 2014; Ratna et al, 2013; Todd and 
Washington, 1999; Vigaud et al, 2012). On either 
side of the cloud band there are areas of suppressed 
convection (Macron et al, 2014), forming a ridge-
trough-ridge like synoptic pattern (Ratna et al, 
2013). TTT’s can form over the ocean and over a 
landmass, but usually the latter produces heavy 
rainfall along the full length of the TTT (Hart et al, 
2010). 
 
TTT’s usually last several days and can be tracked 
on satellite imagery by the cloud bands that move 
eastwards. Due to their longevity, these systems 
usually produce large amounts of rainfall and can 
contribute greatly towards a season’s accumulative 
rainfall. These systems are one of the major 
contributors to summer rainfall over southern Africa 
(Harrison, 1984), and although the physical and 
dynamic characteristics of these systems are not 
fully understood at synoptic scale (Hart et al, 2010; 
Ratna et al, 2013; Vigaud et al, 2012), a substantial 
amount of work has been done describing these 
significant rain-producing systems. 
 

Three preferred regimes were discovered where 
TTT’s tend to develop across southern Africa 
(Fauchereau et al, 2009), which were confirmed by 
a later study (Vigaud et al, 2012).  These three 
regimes are bands of maximum convection that are 
rooted over the north-eastern parts of South Africa, 
Mozambique and Madagascar, stretching in a 
NW/SE direction and ends at longitudes between 
40°E and 65°E (Fauchereau et al, 2009). A 
precursory signal was also discovered of simulated 
zonal stretching deformation at the 200hPa level 
from about 5 days prior to a TTT event (Vigaud et 
al, 2012). This discovery suggests that the mid-
latitude westerly waves and especially their phasing 
play an important role during a TTT event (Vigaud 
et al, 2012). Moreover, TTT’s tend to develop most 
often and also the strongest in the southwest Indian 
Ocean (Cook, 2000; Hart et al, 2010; Todd and 
Washington, 1999). 
 
Several atmospheric circulation features of the 
southern African summer rainfall season play an 
important role in TTT development over southern 
Africa (Hart et al, 2010).  The following scenario 
typically can lead to the development of a TTT 
across southern Africa that will extend from the 
Angola Low, south-eastwards to an area in the 
southern Indian Ocean, just east of the ridging South 
Atlantic High (Hart et al, 2010). A weak surface 
high developing over southern Mozambique and the 
adjacent ocean enhances the pressure gradient across 
Botswana and Zimbabwe towards the semi-
permanent Angola Low (Hart et al, 2010). The 
greater pressure gradient leads to stronger low-level 
north-easterly flow across the central parts, and 
brings tropical air into circulation across the 
subcontinent (Hart et al, 2010; Todd and 
Washington, 1999). A continental heat low forming 
over the Kalahari Desert diverts the low-level north-
easterlies further southwards (Hart et al, 2010). If 
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the South Atlantic High ridges south of the 
subcontinent, onshore flow is induced and will bring 
the possibility of coastal showers (Hart et al, 2010; 
Ratna et al, 2013). Lastly, when the South Indian 
High extends north-westward an easterly wave is 
established over Mozambique and eastern South 
Africa (Hart et al, 2010; Ratna et al, 2013) (Fig. 1). 
 

 
Figure 1: A schematic illustration of the various 
atmospheric circulation features playing a role during the 
development of TTTs across southern Africa.  
 
Due to the great influence TTT’s has on southern 
African rainfall, it is important to gain a better 
understanding as to how accurately models can 
reproduce these systems. During this study model 
output from a fully coupled ocean atmosphere 
general circulation model (OAGCM) is evaluated 
against the observations as discussed above. 
 
DATA AND METHOD 
The predictability of TTT events over southern 
Africa is investigated using hindcast data from a 
high resolution model, the Global Seasonal Forecast 
System version 5 (GloSea5) of the UK Met Office, 
over the summer rainfall period (November to 
February) for the years 1996/1997 to 2009/2010. 
The previous version of the GloSea model, GloSea4, 
was found to have the ability to predict seasonal to 
inter-annual variability over southern Africa 
(Landman et al, 2012). For the scope of this paper 
the data of three ensemble members are used with 
one start date, namely 1 November of each summer 
rainfall season. To achieve a spread between 
different ensemble members that are initialized on 
the same date, a stochastic physics scheme is utilized 
(MacLachlan et al, 2015). 
 
Of all the atmospheric parameters available, only the 
results of daily OLR are considered for this paper. 
OLR represents cloud bands the best as it relates 
directly to tropical convection and therefore the 
characteristic cloud bands associated with TTT 
events. The modelled daily OLR data is compared to 
observed daily OLR values from the National 

Environmental Satellite Data and Information 
Service (NESDIS) of the National Oceanic and 
Atmospheric Administration (NOAA). This 
observed data is archived onto a 2.5° x 2.5° grid 
(Liebmann & Smith, 1996). Temporal and spatial 
interpolation has been used to overcome the problem 
of missing values (Liebmann & Smith, 1996). 
 
The geographical domain for this investigation 
extends from 0° to 50°S and 20°W to 60°E in order 
to capture all aspects and characteristics associated 
with TTT events over southern Africa. This domain 
is consistent with previous studies on TTT’s over 
southern Africa (e.g. Fauchereau et al, 2009; Vigaud 
et al, 2012). The resolution of the GloSea5 seasonal 
forecast model is as follows: For the atmosphere and 
over a landmass, the horizontal resolution is 0.833° 
x 0.556° and for the oceans the grid spacing is 0.25° 
x 0.25° (MacLachlan et al, 2015; Scaife et al, 2014). 
The vertical resolution of the GloSea5 is 85 quasi-
horizontal atmospheric levels, with an upper 
boundary of 85km near the mesopause, and 75 
quasi-horizontal levels for the ocean (Scaife et al, 
2014). 
 
The methodology developed by Hart et al (2012) is 
used to identify TTT events in both the observed and 
hindcast data. This methodology consists of a 
meteorological “robot” (MetBot) that identifies 
cloud band systems by plotting daily OLR data with 
the maxima threshold at 230W.m-2 and running it 
through a blob detection algorithm (Hart et al, 
2013). When OLR blobs extend from the tropics 
south-eastward into the sub-tropics, the cloud bands 
are flagged (Hart et al, 2013). OLR data is then 
selected 48 hours before and after the flagged cloud 
bands, on which the process, with lower criteria, is 
repeated in order to establish a track for the cloud 
bands (Hart et al, 2013). From this arises a data 
object for each event describing the development of 
the cloud band (Hart et al, 2013). 
 
RESULTS 
Observed OLR data, as well as three different 
ensemble members of the GloSea5 model data with 
a start date of 1 November of each season, are 
analysed using the MetBot. Candidate cloud bands 
are then identified and as a result the Metbot 
produces two figures for each candidate cloud band, 
one showing raw OLR data and the other showing 
the OLR blob (Fig. 2 (a) and (b)).  
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For the observed dataset the MetBot identified 525 
cloud bands in total for the months of November to 
February for the years 1996/1997 to 2009/2010, 
whereas for the three different ensemble members, 
model 001, model 002 and model 003 only totalled 
389, 350 and 379 respectively. The reason for the 
great difference in number of TTT’s between the 
observed data and modelled data has not yet been 
investigated, but it could be that TTT development 
is biased towards the east of the considered domain. 
It is also possible that the model will perform better 
if the threshold for candidate cloud bands is 
decreased. This can be considered in future studies. 

 

 
Figure 2: Figures produced by the MetBot for observed 
OLR on 12 November 1996. a) Raw OLR showing the 
cloud band (within the blue line) and the NW/SE tilt 
thereof. b) OLR blob (yellow) showing the candidate 
cloud band. 
 

 
Figure 3: Percentage deviation of the modelled data from 
the observed data for December of each rainfall season. 
All three ensemble members are displayed (model001, 
model002 and model003). 
 
Candidate cloud bands are sometimes identified for 
a few consecutive days, but instead of considering 
these occurrences as one TTT event, candidate cloud 
bands were considered separately for both the 
observed and the model data. Sometimes more than 

one candidate cloud band is identified for one 
specific day in which the one cloud band will lie in 
the eastern end of the region and the other one 
towards the west. In this case both of the candidate 
cloud bands are counted.  
 
The total number of candidate clouds bands is 
considered on a monthly basis, as well as the total 
number of candidate cloud bands for the entire 
period from November to February of each rainfall 
season. The percentage deviation is then calculated 
for each month and the entire rainfall season using 
eq. 1, where CCCM is the number of modelled 
candidate cloud bands and CCCObs is the number of 
observed candidate cloud bands (Fig.3). 
 

𝐶𝐶𝐶𝐶𝐶𝐶𝑀𝑀−𝐶𝐶𝐶𝐶𝐶𝐶𝑂𝑂𝑂𝑂𝑂𝑂
𝐶𝐶𝐶𝐶𝐶𝐶𝑂𝑂𝑂𝑂𝑂𝑂

× 100  (1) 

 
The root-mean square error (RMSE) is also 
calculated for each month of the entire period for 
each ensemble member, as well as for the entire 
rainfall season for each ensemble member. An 
average for the RMSE of each month is calculated 
as well to determine how each ensemble member 
performs for each month over the period from 
November to February (Table 1). To calculate the 
RMSE eq. 2 is used, where M is the number of years 
(14 in this case), ym is the number of candidate cloud 
bands per ensemble member and om is the number of 
observed candidate cloud bands. 
 

𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅 = �
1
𝑅𝑅
�(𝑦𝑦𝐶𝐶 − 𝐼𝐼𝐶𝐶)2
𝑀𝑀

𝐶𝐶=1

(2) 

      
Table 1: RMSE values for each ensemble member (001, 
002 and 003) for each month, the average of the four 
months per ensemble member, as well as for the entire 
rainfall season for the period 1996/1997 to 2009/2010. 
 

001 002 003 
November 4.21 4.55 4.07 
December 5.35 4.06 4.22 
January 7.51 6.64 4.94 
February 7.26 7.19 5.82 
Average 6.08 5.61 4.76 
Total period 15.35 16.57 13.75 

 
DISCUSSION AND CONCLUSION 
This study investigates the formation and 
development of TTT events across southern Africa 
as modelled by a fully coupled OAGCM, the 
GloSea5 of the UK Met Office. Modelled OLR data 
from three ensemble members is compared to 
observed OLR data to determine the capability of the 
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GloSea5 to predict TTT characteristics during the 
summer rainfall season of southern Africa. When 
considering the monthly performance of each 
ensemble member, one can conclude from the 
RMSE (table 1) that on average ensemble member 
003 performs the best. On a monthly basis ensemble 
member 003 performs the best for November, 
January and February, while ensemble member 002 
performs the best for December. When considering 
the entire rainfall season as a whole, ensemble 
member 003 also outperforms the other ensemble 
members. However, when looking at the total 
number of candidate cloud bands during the season, 
ensemble member 001 (389 candidate cloud bands) 
came closer to the observed number of candidate 
cloud bands (525). The different skill demonstrated 
by the different ensemble members adds to the 
uncertainty in the forecasts of TTT’s. 
 
A monthly outlook poses to be more promising, 
especially during the months of November and 
December with RMSE values below five for most of 
the ensemble members, but this is probably due to 
the shorter forecast lead time. Longer lead times will 
be considered in the investigation that follows this 
preliminary study to evaluate the predictability of 
TTT events over the summer rainfall season. It may 
also be worthwhile to separately determine whether 
there exist relationships between the modelled and 
observed number of TTT events during anomalously 
wet summer seasons, as well as during anomalously 
dry summer seasons. 
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Aerosol particles can have large impacts on air quality and on the climate system. Regional climate models for Africa have not been 
well-tested and validated for their representation and simulation of aerosol particles. This study aimed to validate the current 
representation of aerosol particles in the Conformal Cubic Atmospheric Model (CCAM), using the CMIP5 historical emissions 
inventory, to monitored data over Africa. In this study, CCAM was used to produce historical regional climate model simulations at 
50 km horizontal resolution, globally, through the dynamical downscaling of ERA Interim reanalysis data. CCAM has a prognostic 
aerosol scheme for organic carbon, black carbon, sulphate, and dust, and non-prognostic sea salt. The aerosol optical depth (AOD) 
at 550nm from CCAM was compared to the AOD values (observed at 440nm and adjusted to 550nm using the Ångström exponent) 
from AERONET stations across Africa for 1999-2012. For this validation with AERONET, sites that are strongly impacted by 
aerosols from natural sources were prioritized. In general, the model captures well the monthly trends of the AERONET data. In 
addition, a climatology of simulated aerosol transport during the southern African biomass burning season was developed using 
self-organizing maps. This presentation will provide, through comparisons to monitored data, a basis for understanding how well 
aerosol particles are represented over Africa in regional climate modelling using the emissions inventory from the latest 
Intergovernmental Panel on Climate Change assessment report. 
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Introduction 
Aerosol particles can impact the climate directly, 
through scattering and/or absorbing radiation, 
indirectly through modifying clouds. Currently, the 
largest uncertainty in climate models comes from 
the impacts of aerosols on the radiative balance of 
the Earth (Boucher et al., 2013). Africa contains the 
largest single sources of biomass-burning emissions 
and dust globally, which are large sources of aerosol 
particles (Crutzen and Andreae, 1990; Schütz et al., 
1981). Dust aerosols, along with carbonaceous 
aerosols produced from biomass burning, are known 
to impact climate through direct scattering and 
absorption of radiation, and indirectly through their 
effects on cloud formation and properties. When 
considering anthropogenic emissions, black carbon 
is estimated to be second only to CO2 in contributing 
to warming globally (Bond et al., 2013).  
 
Meteorology plays a key role in the seasonality of 
emissions and transport in Africa. Changes in the 
large-scale circulation shift the location of 
maximum dust activity and transport of dust 
northward (~5˚N to ~20˚N) from winter through 
summer (e.g. Prospero et al., 2002). The seasonality 
of the dry season influences the seasonality of 
biomass burning in Africa, with the maximum 
biomass burning activity shifting from June-
September in southern Africa, to December-

February in sub-Sahelian northern Africa (e.g. 
Liousse et al., 2010).  
 
Biomass burning emissions in southern Africa 
contribute greatly to the region’s aerosol burden and 
in many places dominate the seasonal cycle of the 
column of aerosol particles in the region (e.g. 
Tesfaye et al., 2011; Queface et al., 2011;), which in 
turn can have a significant impact on the regional 
climate (Tummon et al., 2010).  
 
In addition to local impacts, aerosols particles from 
African can be transported long distances and thus 
have far-reaching impacts. For example, over 
southern Africa, massive aerosol plumes during 
peak biomass burning are exported off the 
southeastern coast of southern Africa to the Indian 
Ocean (i.e. “River of Smoke”), as well as over the 
southwestern coast out to the Atlantic Ocean 
(Garstang et al., 1996; Swap et al., 2003). This latter 
exit pathway aligns with the stratocumulus cloud 
deck that forms off of the southwestern coast, and is 
an area of large uncertainty in modelling aerosol 
radiative forcing (Stier et al., 2013).  
 
As Africa is a large source of aerosol particles, an 
accurate representation of African aerosols and their 
transport in climate models is needed to understand 
the regional and global radiative forcing and climate 
impacts of dust and biomass burning aerosols, at 
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present and under future climate change. However, 
regional climate models for Africa have not been 
well-tested and validated for their representation and 
simulation of aerosol particles (Tesfaye et al., 2013).  
 
This study aimed to validate the current 
representation of aerosol particles in the Conformal 
Cubic Atmospheric Model (CCAM) to monitored 
data over Africa. In addition, a climatology of 
simulated aerosol transport during the southern 
African biomass burning season was developed 
using self-organizing maps. 
 
Methods 
Regional Climate Modelling 
CCAM (McGregor, 2005) was used to provide 
historical regional simulations at 50 km horizontal 
resolution, globally, through the dynamical 
downscaling of ERA Interim data reanalysis data 
(Dee et al., 2011). The Coupled Model 
Intercomparison Project Phase 5 (CMIP5) emissions 
inventory was used in the simulations under a 
scenario of RCP8.5 (Representative Concentration 
Pathway 8.5; i.e. low mitigation scenario) from the 
Intergovernmental Panel on Climate Change (IPCC) 
Assessment Report 5 report (Moss et al., 2010). 
CCAM modelled outputs for 1999-2012 were used 
in the analysis as that was the time period of the 
available monitored data. CCAM 6-hourly outputs 
were used in this analysis. 
 
CCAM has a prognostic aerosol scheme for organic 
carbon, black carbon, sulphate, and dust, and non-
prognostic sea salt (Rotstayn et al., 2007). In 
CCAM, dust is emitted into the atmosphere through 
mechanical action by the wind. In the CMIP5 
emissions inventory each month has a constant 
emissions rate of the particulate organic carbon, 
black carbon and sulphate emissions, and these 
emission rates are held constant for multiple years. 
Thus, when using this inventory, the changes in the 
aerosol loading on temporal scales smaller than 
monthly are not due to changes in emissions, nor are 
some of the inter-annual variability.  
 
In order to compare to observations, the focus of was 
to investigate the monthly cycle of aerosol particles 
from CCAM to understand if that cycle is captured 
correctly. Multi-year monthly averages of the 
CCAM modelled and the Aerosol Robotic Network 
(AERONET) measured aerosol optical depth (AOD) 
were compared. 
 
Aerosol Optical Depth 
The AOD describes the attenuation of light through 
the atmosphere due to aerosol particles based on the 
Beer-Lambert Law. The AOD is the integral of the 
extinction coefficient at a specific wavelength (i.e., 

the sum of the light at that wavelength that is 
scattered or absorbed by the aerosol particles) in a 
column of air from the surface to the top of the 
atmosphere (TOA). Equation (1) describes the basic 
equation for AOD where τλ is the AOD at 
wavelength λ, z is the height, and σext is the aerosol 
extinction coefficient.  
 𝜏𝜏𝜆𝜆 =  ∫ 𝜎𝜎𝑒𝑒𝑒𝑒𝑡𝑡(𝜆𝜆, 𝑧𝑧)𝑑𝑑𝑧𝑧𝑧𝑧=𝑇𝑇𝑂𝑂𝑇𝑇

𝑧𝑧=0     (1) 
 
Monitored Data 
The monitored data were AOD values from 
AERONET stations across Africa (Holben et al., 
1998). For this validation, sites that are strongly 
impacted by natural sources (i.e. biomass burning 
and dust) were prioritized. As they are large sources 
of aerosol particles for the continent and globally, 
with Africa having the largest emissions in the world 
of dust and biomass burning aerosols (Crutzen and 
Andreae, 1990; Schütz et al, 1981). Thus, it is 
critical to understand if CCAM using the CMIP5 
emissions inventory from the IPCC assessment can 
capture the monthly cycle of these large emission 
sources.  
 
In addition, only sites that had a multi-year dataset 
were selected, and those sites that had continuous 
sampling were prioritized. Figure 1 highlights the 
AERONET sites that were used in this comparison. 
The sites are color-coded by geography and the 
AOD trends seen at the sites (as described in the 
Results and Discussion section).  
 

 
Figure 1: Map of AERONET sites used in the 
model-observed comparison 
 
The modelled and monitored AOD were compared 
for 1999-2012. The aerosol optical depth (AOD) at 
550nm from CCAM was compared to the AOD 
values (observed at 440nm and adjusted to 550nm 
using the Ångström exponent) from AERONET 
stations across Africa. 
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AERONET daily data were used, and the monthly 
averages were calculated using a 70% data 
completeness rule. In other words, if more than 30% 
of the daily values were missing, then a monthly 
average could not be calculated. 
 
Aerosol Particle Transport 
An aerosol climatology and associated transport 
patterns were analysed through Self Organizing 
Maps (SOMs) (Hewitson and Crane, 2012). CCAM 
simulated AOD and the geopotential heights of 700-
850 hPa were extracted for July to October for 1979-
2012. It was observed in the SAFARI campaign that 
during the biomass burning period, aerosol particles 
are transported aloft (peaks between ~600-800 hPa) 
(Haywood et al., 2004). The SOM analysis for 
geopotential height was performed for 35 nodes, and 
the AOD associated with each synoptic type were 
mapped onto the nodes. This analysis focused on 
southern Africa (20°W – 35°E, 40°S-0°S) during the 
biomass burning period to understand the simulated 
aerosol climatology and transport patterns. 
 
Results 
Figure 2 displays the multi-year monthly mean for 
the studied sites for both the observed data (in pink) 
and the CCAM data (in blue). The dark blue line in 
Figure 2 are when all CCAM data are used, the light 
blue line are when the CCAM data from only those 
months where there was monitoring data are used. 
The shaded region is one standard deviation of the 
dark blue line, and is shown to highlight the spread 
of the monthly means from CCAM. 
 

The panels in the figure are ordered with the 
northern Africa sites first, then the western Africa 
sites, and then the southern. 
 
 The northern Africa sites have generally low AOD 
values Africa sites. Note that the scales are not the 
same in all the panels to aid in viewing of the trends. 
(<~0.5), with peaks in June-August. The western 
sites (red in Figure 1) are strongly influenced by dust 
and have highest AOD values of the African sites 
studied. At these sites, the AOD peaks generally 
around March and/or June, though there is variety in 
the timing of peak across the sites. The southern-
most western Africa sites (i.e. Djougou and Ilorin) 
have an earlier peak in January and February. The 
southern African sites have peaks during the 
biomass burning period in the austral late winter and 
spring, generally peaking in September.  
 
Figure 2 highlights that the monthly trends in the 
CCAM data, and the comparison of the modelled 
and monitored data, are similar using either all the 
CCAM data or only those that align to the available 
monitoring data. The differences in only including 
those CCAM outputs where AERONET data were 
available that are seen are within one standard 
deviation of the monthly averages for the dark blue 
line (i.e. all CCAM data) for all sites except 
Ouarzazate.  
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For most sites, the monthly cycle (i.e. timing of peak 
and minimum AOD values) is well-captured by 
CCAM using CMIP5 emissions. Additionally, the 
magnitude of multi-year monthly average of the 
observed AOD are within one standard deviation of 
the model for at least half of the observed monthly 
averages for all sites, with the except seven sites 
(Ascension Island, Mongu, Dakar, Agoufou, 
Tamanrasset_INM, Ourzazate, Dahkla). The reasons 
for these differences are currently under 
investigation; it is interesting to note that these sites 
are not in only one region, but are from all three 
regions studied (i.e. western, northern and southern 
Africa).  
 
These results suggest that the model is 
overestimating the AOD for the northern-most sites 
due to an overestimation of dust. Preliminary 
analysis of the southern Africa aerosol climatology 
and associated transport patterns through SOMs, 
suggest that CCAM does represent the two major 
pathways of biomass burning aerosol exit off of the 
continent.   
 
Conclusions 
In general, CCAM captures well the monthly trends 
of the AERONET data across the continent. 
Additionally, the magnitude of the multi-year 
monthly averages of the observed AOD are within 
one standard deviation of the model for at least half 
of the observed monthly averages for 11 of the 18 
studied sites. These are important first findings of 
the use of CCAM with the CMIP5 emissions 
inventory for simulating aerosol particles over 
Africa, as the CMIP5 emissions inventory is 
currently the inventory widely used globally to 
project climate futures. In addition, preliminary 
analyses indicate that the model does capture the 
spatial trends in the transport of aerosol particles 
from southern Africa during the biomass burning 
season.  
 
This study is the first step in validating the aerosol 
output from CCAM over Africa. Future work will 
focus on understanding the causes for the 
discrepancies between the modelled and monitored 
values, including additional African AERONET 
sites, as possible, and understanding the sensitivity 
of the southern African climate (e.g. surface 
temperature) to the presence and characterization of 
aerosol particles.  
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Recent improvements to the Rapidly Developing Thunderstorm product – the addition 
of lightning data 
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The Rapidly Developing Thunderstorms (RDT) product has been operational at the South African Weather Service since 2014, 
and has proved to be a very useful tool for nowcasting purposes, especially where radar systems are not available or operational. 
The aim of this work was to test the effect of including lightning data as auxiliary data into the RDT product and to verify this 
against radar reflectivity over South Africa. The results of 25 cases over South Africa show that the inclusion of lightning data on 
average improves the POD by 6.6%, the HSS by 4.6% and the FAR by 0.1%. 

 
Keywords: nowcasting, satellite, numerical weather prediction, lightning, data sparse regions 

 
 

Introduction   
Remote sensing tools like radars, lightning 
detectors, and satellites play an important role in the 
nowcasting of thunderstorms (de Coning et al., 
2011). Nowcasting is the science of predicting 
ordinary and severe weather events in the next few 
hours. Many sectors of society need to be prepared 
for these events and it is the mandate of the South 
African Weather Service (SAWS) to issue timely 
weather-related warnings. Radar systems offer the 
most useful information on the characteristics, 
intensity, and movement of thunderstorms, but 
radars are expensive to maintain and they require 
extensive maintenance. In South Africa, the radar 
coverage do not extend over the entire country, while 
in other southern African countries very few 
operational radars exist. Despite these shortcomings, 
weather services still needs to warn the public of 
inclement weather as to ensure the safety of people 
and properties. 
The Meteosat Second Generation (MSG) satellite 
has proved to be particularly useful for the 
nowcasting of thunderstorms in data sparse regions. 
It provides coverage over all African countries every 
15 minutes with a horizontal resolution of 3 km for 
most of the 12 channels. Using numerical weather 
prediction (NWP) model data in conjunction with 
satellite data adds additional value for nowcasting in 
the areas where radars are not available (de Coning 
et al., 2015). 
In order to optimise the use of satellite data, centres 
of excellence, called Satellite Application Facilities 
(SAF), were established in European countries to 
develop products for different applications, 

including nowcasting. One of the products 
developed within the Nowcasting SAF (NWC SAF, 
2016) framework is the so-called “Rapidly 
Developing Thunderstorms (RDT)” product. The 
aim of the RDT product is to identify, monitor and 
track intense cloud systems and to detect rapidly 
developing storm systems (NWC SAF 
http://www.nwcsaf.org).  
The 2013 version of the NWC SAF software was 
installed at SAWS in 2014. For the southern African 
region, the software uses the local version of the UK 
Meteorological Office (UKMO) Unified Model 
(UM) as input. Aside from using MSG (mandatory) 
and UM (optional) data, the RDT product can be 
used with an auxiliary data set from local lightning 
detection networks. Initial tests were done to 
validate the RDT (without using lightning data as 
input) against the occurrence of lightning (de 
Coning et al, 2015). The results were very 
encouraging and showed that the RDT product can 
be very useful for the identification and tracking of 
the intense parts of thunderstorms using MSG and 
NWP data.  
The developers of the RDT product recommends 
that lightning data be used as input dataset to 
characterize electrical activity in order to force the 
identification of convective systems. The aim of this 
work was to test the effect of including lightning as 
an auxiliary dataset into the RDT product and to 
verify this against radar reflectivity over South 
Africa.       
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Instrumentation and Method 
In this study, 25 random cases were analysed 
between September and March over the period from 
2011 to 2015. This is the time of year where most 
convective activity occurs over South Africa (de 
Coning et al., 2015). On each of the 25 days, the 
hours between 11:00 to 18:00 UTC were isolated 
and only those parts of South Africa with lightning 
and radar overage were considered.  
The RDT product requires the use of the VIS 0.6, 
WV 6.2, WV 7.3, IR 8.7, IR 10.8 and IR 12.0. MSG 
satellite channels, which are updated every 15 
minutes. NWP prognosis are surface pressure and 
geopotential, temperature of the tropopause, 2m 
temperature, relative humidity and dew point 
temperature, land/sea mask, altitude model, as well 
as temperature and humidity at all the pressure levels 
of the NWP. The local version of the UM used for 
the case studies was available once a day at a 
horizontal resolution of 12 km, with hourly output 
for 48 hours ahead. Similar to the satellite data, the 
RDT product updates every 15 minutes and is 
available during day and night time (during the night 
the VIS channel is not used).    
Lightning data supplied by the southern African 
lightning detection network was included into the 
processing for RDT. Two settings are made in the 
RDT configuration files (NWC SAF, 2013a). 600 
seconds (10 min) before and after each RDT time 
step are used as the time window for lightning data 
to be included and 3 satellite pixels (approximately 
9 kms) are set as the distance between the satellite 
cell and the lightning flash with which it is 
associated. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Red areas shows the domain of the study 
when all radars were available. 

Radar data are used as ground truth for the RDT 
polygons. Fig. 1 shows a map of the radar system 
mosaic over South Africa if all radars are 
operational. A challenge with the use of radar data is 
the availability of the data. The radar coverage 
varied from day-to-day and even from time to time, 
during any day. To deal with these variations, the 
first step was to identify which radars were 
operational between 1100 and 1800 UTC on each of 
the case days. A problem arises when comparing 
radar data from the SAWS network with MSG data. 
For the older (2011, 2012 and 2013) case days, the 
interval of radar mosaic data was 5-minutes, while 
the interval of the 2015 cases was 6-minutes. The 
availability of RDT data – derived from MSG – is 
15-minutes. For the cases prior to 2014, the 
maximum radar reflectivity in the 10 minutes before 
and after the RDT timestamp was used for the 
evaluation. For the March 2015 cases, the 6-minute 
interval radar data does not correspond so well with 
the RDT time stamps. MSG data is available at 00 
(on the hour), 15, 30 and 45 minutes after the hour 
(red numbers on Fig. 2). The 6-minute radar data is 
available at 00 (on the hour), 6, 12, 18, 24, 30, 36, 
42, 48 and 54 minutes past the hour (blue numbers 
on Fig. 2). As a result, the RDT times of 15 and 45 
minutes past the hour do not match up with radar 
times. To solve this dilemma different time intervals 
had to be used. When the RDT timestamp was 00 
(on the hour) or 30 minutes past the hour, the radar 
data for the 6 minutes following the RDT time were 
used (blue zone on Fig. 2). When the RDT 
timestamp was 15 and 45 minutes past the hour, the 
radar data for the 6 minutes surrounding the RDT 
time (3 minutes before and after RDT) were used 
(red zone on Fig 2). If an extra radar timestamp were 
added it would have meant that the RDT times of 00 
and 30 minutes past the hours would have used radar 
data for a 12-minute period (2 radar timestamps). 
The RDT times of 15 and 45 minutes past the hour 
would have used radar data for an 18-minute period 
(3 radar time steps). In 17 out of the 25 cases this 
approach was used where only one radar time-step 
was considered compared to the 8 older cases where 
the maximum reflectivity of four radar time steps 
were considered.     
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Figure 2. Graphical representation of the radar 
periods (blue numbers) considered in relation to the 
RDT times (red numbers) for the March 2015 cases. 
The blue zones shows the radar period considered 
for 00 and 30 minutes past the hour while the green 
zones show the periods for 15 and 30 minutes past 
the hour. 
 
A reflectivity value of 30 dBZ in radar data is usually 
seen as a threshold to start tracking thunderstorms 
and indicates light rain or drizzle. 40 dBZ indicates 
moderate rain and 50 dBZ heavy rain. At reflectivity 
values above 50 dBZ, hail is likely. (NCAR, 2016). 
Using an object approach, cell-tracking algorithms 
define an object as an area where the reflectivity 
exceeds a specified threshold such as 35, 40 or 45 
dBZ (Dixon and Weiner, 1993). In order to consider 
all the phases of the storms in the evaluation of the 
RDT product, radar reflectivity ≥ 35 dBZ were used, 
to exclude less significant storms and align with the 
RDT principle of rapidly developing and/or intense 
parts of thunderstorms.  
The RDT algorithm is a methodology to identify and 
track thunderstorms by means of polygons for 
different phases of convective storms. These phases 
are the initial triggering of the storm, the growing of 
the storm and the maturing of the storm. To validate 
these objects against radar reflectivity requires an 
object-orientated methodology (NWC SAF, 2013b). 
An overview of the research done on spatial 
validation methodology is provided by Ebert (2008) 
and statistical modules are available in “R” software 
(R development core team, 2015). Based on objects 
or features, new definitions for hits, misses and false 
alarms can be calculated according to the identified 
objects. This package was used to do an object-
orientated validation of the RDT polygons against 
the radar reflectivity polygons. 
 

Results and Discussion 
Twenty-five cases were considered during the 
southern hemisphere spring and summer seasons. As 
an example of the value of including lightning data, 
results for 21 March 2015 are shown in Figs. 3 (a-c). 
More storms were identified when lightning data 
were included in the input and some of the phases of 
the storms were different. An intense storm (>50 
dBZ) over the central parts of the country, as 
indicated by the arrow, was absent when light data 
was not included but was identified when lightning 
data was included. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. a) RDT without lightning data included for 
21 March 2015 at 13:00 UTC. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. b) RDT with lightning data included for 21 
March 2015 at 13:00 UTC. 
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Figure 3. c) Radar reflectivity’s for 21 March 2015 
at 13:00 UTC 
 
A few statistical scores were calculated for all time 
steps on this day for when no lightning data was 
included and when lightning data was included. The 
POD improved by 5% (from 0.76 to 0.81), the FAR 
increased slightly (from 0.062 to 0.067) and the HSS 
improved by 2% (from 0.83 to 0.85) when lightning 
data was added. 
 
Fig. 4 (cases prior to 2014) and Fig. 5 (cases for 
March 2015) shows the average HSS, POD and FAR 
for different times of the day. The HSS and POD 
scores show that the inclusion of lightning data as 
input improves the RDT product for all times of the 
day in Fig. 4 and almost all of the times in Fig. 5. 
The FAR remained similar with the addition of 
lightning data. 
 
 
 
 
 
 
 
 
 
Figure 4. The POD, FAR and HSS for cases prior to 
2014. Darker colours and solid lines depict the RDT 
without lightning data added, while the lighter 
colours and dashed lines show the RDT with 
lightning data added. 
 
 
 

 
 
 
 
 
 
 
 
 
Figure 5. Same as for Fig. 4 but for March 2015 
cases. 
 
In the majority of the cases, the inclusion of 
lightning data was beneficial to the RDT product. On 
average, for these twenty-five cases, the POD 
improved by 6.6%, the HSS by 4.6% and the FAR 
by 0.1%. Differences could be seen when images for 
individual times were compared: in many cases, the 
inclusion of lightning data in in the input data set led 
to the identification of convective storms that were 
missed based on MSG data alone. The inclusion of 
lightning data also resulted in some of the storm 
phases being adjusted based on the amount of 
lightning activity. 
 
Conclusions  
Radar systems are the ideal tools for identification 
and tracking of convective storms. In many 
countries, however, these powerful tools are not 
available. The NWC SAF developed various 
satellite-based tools, which can address some of the 
nowcasting needs. The RDT is used for 
thunderstorm identification and tracking. The aim of 
this work was to test the effect of including lightning 
data as auxiliary dataset into the RDT product and to 
verify this against radar reflectivity over South 
Africa. The results of twenty-five case studies over 
the South African domain showed that the inclusion 
of lightning data had a positive effect on the RDT 
product. However, even without the inclusion of 
lightning data the RDT product shows promise to 
provide information on possible severe or intense 
convective storms in regions that are not covered by 
radar systems. 
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Abstract 
The Weather research and Forecasting model (WRF) is used to simulate a severe storm that occurred in 2013 over the Highveld 
region, a particular storm on 28 November resulted in over ZAR1,6 billon insurance loss, the most expensive catastrophe in South-
Africa to date. A WRF domain of 4km and a nested domain of 1.3km is set-up over the Highveld. ERA-Interim (0.75ºx0.75º) is 
used to initialize the model. WRF radar reflectivity diagnostic (dBZ) was used as the main evaluation tool of WRF’s ability to 
simulate the occurrence the severe storm. The model was successful in simulating the spatial and temporal presence of high dBZ 
value for the case study. WRF also simulated to larger scale formation of the storm reasonably well when compared with satellite 
imagery. 

Keywords: Numerical Weather Prediction, dBZ, Hailstorms, Highveld 

 
 

Intoduction  
Severe hailstorms are one of nature's most 
devastating phenomena’s. Over the South-African 
Highveld these storms are a dreaded occurrence. In 
2013 several hailstorms in the region of 
Johannesburg, Pretoria caused devastation on an 
unprecedented economical scale. The 28 November 
hailstorm resulted in an estimated damage of over 
R1.6 billion, the storm was described as “one of the 
most catastrophic events experienced in South 
Africa to date” (Barry, 2014). Parts of the Tshwane 
Metro Area had been declared a disaster area with 
more than R100 million allocated to support families 
in the affected area (Eliseev, 2013) 
 The Weather Research and Forecasting 
Model (WRF) has yet to be implemented on a high 
resolution over South-Africa, this offers an 
opportunity to evaluate the model on spatially and 
temporally rare hail events. In this study WRF is 
used to simulate dBZ, a common observation 
method to identify hail. Other similar studies have 
been conducted before with reasonable success 
(Rezacova, and Sokol, 2003; Done, et al., 2004; 
Vel’tishchev and Zhupanov, 2012). 
 Values of  > 50 dBZ has been identified as 
a measure for the potential hail development 
(Mader, et al,. 1968; Visser, and van Heerden, 2000; 
Hohl, et al., 2002). 
 The paper will only evaluate WRF and not 
the synoptic and observational aspects of the storms. 
Although the observations form a critical part of the 
evaluations, it will only be briefly mentioned. Radar 
data from the Irene weather radar is used as a 
comparison to simulations. 
 
Background 
Hailstorms over the South-African Highveld are a 

frequent occurrence during the summer months from 
October to December. These events usually 
characterised by a trough or low pressure system 
over the interior of the country and the conditions 
are not much different than days with normal 
thunderstorm activity. Line storms along squall lines 
can also cause severe hail damage (Carte and Held, 
1978; Olivier, 1990). 
 WRF is a next generation mesoscale 
numerical weather prediction (NWP) model, it was 
developed by the National Centre for Atmospheric 
Research (NCAR) and the University Cooperation 
for Atmospheric research (UCAR). It is a 
community model available for anyone to download 
(Skamarock, et al., 2008). 
 WRF has been successfully used in high 
resolution simulations of severe thunderstorms and 
floods (Schwartz, 2014; Kumar, et al., 2010) 
hurricanes (Khain, et al., 2016) hail events 
(Chevuturi, et al., 2016; García-Ortega, et al., 2007), 
tornadoes (Matsangouras, et al., 2016) and other 
convective weather events (Trapp, et al,. 2011; Litta, 
et al,. 2012). 
  
Methodology 
Access to WRF and the Research Data Archive 
(RDA) was provided by NCAR through the 
Yellowstone Supercomputer. WRF and WPS (WRF 
pre-processing system) Version 3.8 was used in this 
study together with ERA-Interim Data from the 
RDA to initialize the model. 
WRF was set-up with two domains, one parent 
domain with a horizontal grid-spacing of 4km and a 
nested domain with a horizontal grid-spacing of 
1.3km, see Fig 1. Both parent domain and the nested 
domain's center point was Johannesburg (28.047 E, 
26.204 S), the nested domain covered the major area 
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affected. The model was initialized at 12:00 the day 
before the storm-day and ran for a total of 48 hours 
(eg 12:00, 27 November – 12:00, 29 November). 
Visualizations are only shown for time steps 
correlating with radar data observed from the Irene 
Radar. 
The model setup is indicated in Table 1. A two-way 
nest was used, allowing the nested domain to 
provide feedback to the parent domain and the 
cumulus parametrization was turned off to permit 
convection in the nested domain. 
Computational power provided by Yellowstone 
made this study possible, WRF was run on NCAR's 
1.5-petaflops high-performance IBM iDataPlex 
cluster, which features 72,576 Intel Sandy Bridge 
processors and 144.6 TB of memory (CISL. 2012). 
The simulations where carried out with the main 
purpose to evaluate WRF’s radar diagnostic feature 
although other diagnostics exist, this will form the 
basis of the study. 
 
Table 2: WRF Setup 

High-Resolution WRFV3.8 Case studies Setup 

Grid Spacing 4km, 1.3km 

Data ERA-Interim 

Geographical data USGS (WRF 
Default) 

Map Projection Mercator 

Centre Point 28.04 S, -26.20 E 
(JHB) 

Run Time  48h 

Time Step 20s 

Radar Reflectivity 
Diagnostics 

On 

Microphysics Scheme New Thomsom, et 
al 

Long Wave Radiation RRTMG Scheme 

Short Wave Radiation Dudhia Scheme 

Land Surface Model Noah Land Surface 
Model 

Planetary Boundary layer Yonsei University 
scheme 

Cumulus Parametrization 4km – Kain Frintsch 
Scheme, 1.3km – 
None 

 

 
Figure 6: WRF Domains 

Results 
 The WRF radar diagnostics was the main 
indicator used to evaluate the potential for hailstorm 
to occur, dBZ values of >50 dBZ in clouds have 
shown a high potential for hailstones to fall to the 
surface level. It is also a widely used indicator by 
weather services and news agencies across the world 
to communicate daily weather to the public. 
 Figure 2 shows the results of the WRF 
simulations over South Africa in both the inner and 
outer WRF domain, times shown are from 15:00 
local time to 20:00 local time.  
Figure 3 shows the observed reflectivity from the 
Irene weather from 15:00 to 19:00. When examining 
the output files WRF simulated a maximum of 
71dBZ during the storm, the observed reflectivity 
from the SAWS Irene radar on the storm day was 
also above 70dBZ (Thema, 2013). 
 Figure 4 highlights the simulated 
reflectivity compared to the observed data from the 
Irene weather station. Areas of high reflectivity from 
the enlarged image of the nested WRF domain is 
well correlated with the observed radar reflectivity. 
 Satellite images taken from Meteosat-10 on 
28 November that WRF simulated the storm 
formation on a larger scale with good accuracy, 
various features in the simulation correlates with the 
satellite imagery (Figure 5). 
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Figure 7: WRF Simulated dBZ of the 28 November 2013 
Hailstorm. Column 1, left, top to bottom (15:00, 16:00, 
17:00). Column 2, right, top to bottom (18:00, 19:00, 
20:00). 
 

 
Figure 8: Observed dBZ from the Irene weather station 
on 28 November 2013. Column 1, left, top to bottom 
(15:00, 16:00, 17:00). Column 2, top to bottom (18:00, 
19:00) 
 

 
Figure 9: Enlarged WRF dBZ reflectivity (left) vs Observed 
Radar Reflectivity (right). 
 

 
Figure 10: Top, Satellite Imagery from Meteosat-10 
taken on 28 November 2013. Bottom, WRF simulations 
from 28 November 2013. 
 
Conclusions  
 Hailstorms are difficult to predict with even 
the most sophisticated of models. WRF was 
effective in simulating potential hailstorms by using 
dBZ as an indicator, various other indices are 
examinable within the WRF model to further expand 
the capabilities of WRF. 
 The 28 November storm simulation 
showed correlation with that observed by the Irene 
Radar, WRF was able to simulate areas of high dBZ 
with reasonable accuracy. Maximum values of 71 
dBZ was observed in the simulation correlating with 
the 70+ dBZ recorded at the Irene station. 
 WRF also simulated the larger formation of 
the storm well when comparing the simulation with 
satellite images taken on the storm day. 
 Examining the various parametrisation 
schemes also offer opportunity for further 
investigation into improving the model results.  
 WRF is a powerful NWP model and 
although the methods used in this study only 
scratched the surface in terms of WRF’s capabilities 
it provided valuable results for future use of WRF in 
high resolution case studies. 
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Abstract 
Climate Information Websites (CIWs), online platforms providing a variety of climate data and information, have 
seen a rapid and organic growth, yet with variable content and quality, while unfettered by any code of practice. 
This builds and ethical-epistemic dilemma (value choices predicated on understanding how we know something) 
that warrants assessment, since the presence of CIWs contribute to real-world consequences and commitment. 
We consider the context of CIW growth, and review a representative sample of CIWs to draw out key issues for 
consideration in CIW development.  The net conclusion is that few CIWs approach the standards of robust 
information, many present substantial hurdles to the user, and in some cases there are clear examples of 
indefensible and inappropriate practices. 
 
Key words: Climate change, Next-users, Climate services, Climate portals and Value judgements  
 

 

Introduction 
The availability of Climate Information Websites 
(CIWs) has expanded rapidly as global awareness of 
systemic climate risks is mainstreamed into decision 
and policy-making. The 2015 agreement of COP21 
was a milestone in this regard, and established 
challenging yet necessary targets (Schellnhuber et 
al. 2016), which is being matched by an accelerating 
demand for scale-relevant climate information.  
 
The ways in which CIWs have tackled the task differ 
widely, and value judgements are made by a 
community of scientists and boundary 
organizations(Hoppe et al. 2013) on what and how 
to deliver to user communities. CIWs provide 
everything from the simple delivery of maps and 
numbers based on different generations of Global 
Climate Models (GCMs), through to an eclectic mix 
of spatial disaggregation methods and downscaling 
techniques. The concept of “uncertainty” is critical 
in this context, and where addressed it often 
conflates multiple sources of error and bias with a 
time-evolving and irreducible component of natural 
variability (Fischer et al. 2013; Hawkins et al. 2016). 
Uncertainty, as presented in most CIWs, typically 
receives a mixed treatment, and may draw on a 
number of approaches that include simply assessing 
the spread of data (Brown & Wilby 2012; Calel et 
al. 2015; Clark et al. 2016), else attempt to constrain 
these to a likelihood outcome (Collins et al. 2012; 
Katz et al. 2013).   

                                                            
2 katinka@csag.uct.ac.za 
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  Tel: 021 650 4537 

 
Likewise, on the side of the next-user value 
judgements on adaptation are made by non-scientists 
holding presumptions about the robustness of 
climate information. This raises a critical ethical-
epistemic dilemma (Tuana 2013); the combined 
result of value judgements creates a heightened 
potential that adaptation measures may be poorly 
aligned with actual defensible information, with the 
possibility that they may contribute to maladaptation 
and increased rather than decreased risk, under a 
future climate. This potential for negative outcomes 
places a notable ethical responsibility on CIWs to 
consider the consequences of their presence and of 
their formulation of information in the context of 
society’s accelerating agenda for climate change 
action.  
 
Because of the potential real-world consequences, 
there is a strong need to establish principles of 
practice and principles of product. There is an 
emerging discussion on this particular topic (Adams 
et al. 2015; Lacey et al. 2015), but given the absence 
of any governing authority or enforceable code of 
conduct for CIWs, the responsible provision of 
online disseminated information will necessarily 
remain subject to self-recognition of the issues by 
the CIW community. 
 
The activities of online resources is nominally 
encompassed by the broader term “climate services” 
which remains an evolving concept (Brasseur & 
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Gallardo 2016). Historically the development of 
climate services has been dominated by a developed 
country perspective due to resources and capacity, 
yet it is continually challenged by shifting 
epistemologies (Carr & Owusu-Daaku 2016) – 
approaches to knowledge and belief that are rooted 
in the diverse experiences of the decision 
community (Steynor et al. 2016).   
 
Herein lays the challenge: how to assess the 
appropriateness of generic online services for an 
individualized application? 
 
We assess characteristics of a representative sample 
of CIWs in the context of their applicability to the 
information needs for climate change adaptation. 
This is not an exhaustive treatment of the CIW 
landscape but surveys a selection of CIWs that 
represent a range of implementation designs, content 
and geographic coverage. A dual approach of 
metrics and narrative experience is used to provide a 
review of the dominant nature of current online 
offerings.   
 
An approach to assessing the CIW 
landscape 
There is no canonical solution for how climate 
change information should be disseminated. This 
complicates the design of any assessment 
framework for CIWs.  
 
Here we take a combined approach with a typology 
of classifications based on metrics of CIW 
characteristics, and lessons learned from use-case 
narratives. This offers some measure of objectivity 
and a sense of the subjective ‘real-life’ experience of 
accessing CIWs by which the diverse landscape of 
CIWs can be better understood, and exposes key 
lessons and messages for the evolution of future 
CIWs. 
 
A total of 42 CIWs are assessed; by intention the list 
was constructed around those CIWs that have good 
visibility and would likely be encountered in a user’s 
search for data and information on climate change, 
and are considered to provide a fair sampling of 
English-based CIWs at the time of the assessment 
(See Fig 1 for overview of the CIWs). 
 
A typology approach 
The applied typology of classifications is comprised 
of criteria aimed at addressing the overarching 
questions of who is providing the service, who are 
the target users, what is the content being delivered, 
and how is the content communicated. These criteria 
evolved through a number of assessment trials. For 
criteria that are not simple yes/no answers or where 
the answer is simply a number, a static set of ‘option’ 
categories are established. The scope of these 

categories needs to cover the entirety of possible 
answers and inevitably leaves a tension between 
being specific enough to say something of value, and 
general enough to apply across the diversity of 
CIWs. The classification of CIWs thus requires a 
delicate and necessarily subjective balancing 
between specificity and genericity. The adopted 
typology approach is the authors’ selection of 
criteria based on the experience of many hours 
working with the diversity of CIWs.   
 
Two researchers accessed the 42 sites between 
September 2015 and May 2016. This was first 
undertaken independently, but given the often 
ambiguous nature of categorizing CIWs then did so 
again collectively to resolve any discrepancies. A 
third researcher, with a climate science and 
modelling background, undertook an additional 
assessment of the types of data included in CIWs. 
 
A narrative approach 
The next-user experience is, of course, paramount to 
the added value of a CIW, and complements the 
more objective typology which is not able to capture 
user experience. The narrative approach explores a 
limited set of websites through the lens of use-case 
scenarios. Four junior researchers, each with 
different disciplinary backgrounds and varying 
levels of experience, took on the role of different 
next-users. The four accessed the same set of CIWs 
and spent on average 1½ to 2 hours per CIW 
applying the use-case scenarios to five selected 
CIWs. The written narratives were then collated and 
summarised into a single narrative per CIW to 
represent the key aspects which emerged. One 
additional CIW, a commercial service, was only 
assessed by one researcher due to licensing issues.   
 
The typology of websites 
The geographic spread of the institutions hosting 
CIWs illustrates dominance by the economically 
developed world, with North America accounting 
for the largest share, followed by Europe, Australia 
and New Zealand.   

The main providers of CIWs are governments, 
researchers and multi-national entities, with 
commercial and not-for-profit entities playing a 
smaller role. The limited role of commercial actors 
is further reflected in the accessibility of data and 
information, with 40 of the services assessed 
offering their data and information free of charge. A 
large portion of the services do not explicitly specify 
the next-user, a puzzling aspect if presuming that 
CIW content and presentation is linked to the 
provider’s perceptions of the target next-user(s).  
 
The majority of the assessed CIWs (32) allow for 
access to raw data downloads (for example in ACSII 
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or NetCDF files) that are generally most appropriate 
to other researchers. However, approximately ¾ of 
the CIWs also contain, or solely focus on, visualized 
data in the form of maps, graphs or tables. Among 
them, more of the CIWs are designed to be 
interactive (19), i.e.  next-users can navigate the data 
by making input choices (e.g. emission scenarios, 
GCMs), compared to those with static content (13) 
where next-users have to select from a pre-
developed set of maps, graphs and tables.   
 
Approximately a quarter of the CIWs focuses on 
historical climate information and do not include 
any model projections. Among the remaining 
services, 15 out of 32 with model data include an 
extensive set of GCMs (more than 15). In contrast, 
five climate services offer only a single GCM.  
 
The number of CIWs offering SRES3 and/or RCP-
based4 output indicates a focus on the more recent 
RCP-based results. 36% of the CIWs use both SRES 
and RCP scenarios, 19% only RCP, 19% only 
SRES, and the remainder only have historical data. 
   
The breakdown between dynamical and statistical 
downscaling (pattern scaling and bias correction 
techniques are included under statistical methods) 
reflects a clear tendency for CIWs to favour either 
Regional Climate Models (RCMs) or statistical 
methods, but not both. This result reflects the fact 
that, unlike for GCMs, downscaling has as yet no 
comprehensive archive equivalent to CMIP5. For 
those CIWs explicitly providing individual 
downscaled data (24 in total), just over half (13) 
were judged to be transparent with respect to 
explaining how the modelling chain is constructed.  
 
Narratives – the next-user experience 
From a practical perspective the overall message is 
that all the CIW grossly over-estimate the ease of 
use, as illustrated by the experience summary from 
one of the narratives: “Having located the non-
apparent climate information section, one is 
overwhelmed by options, and without substantial 
reading time the extensive supportive material does 
not make for easy manoeuvring the jargon-laden 
landscape of options. Technical challenges and 
unfamiliar data file formats further alienate the 
user.”   
 

                                                            
3 The Special Report on Emission Scenarios (SRES) details 
greenhouse gas emission scenarios developed in 2000, and form 
the basis on which the climate projections developed for the 
Intergovernmental Panel on Climate Change’s (IPCC) Second 
(2000) and Third (2007) Assessment Reports are based. 

4 The Representative Concentration Pathways (RCPs) superseded 
the SRES scenarios, and are the greenhouse gas concentration 

In terms of appropriateness, the issues are more 
subtle, and perhaps of significantly more concern in 
some cases. The issues revolve around the question 
of what may be inferred from the data, and what is 
left unsaid or unaddressed. Leading points of 
concern include: potential over-interpretation 
(“Despite clear messages regarding data being non 
applicable at a local scale, the site tempts one to 
extract local scale messages with relative 
confidence simply because it is possible”); major 
challenges for the user to subjectively constrain the 
options to something manageable (“Repetitive text 
and endless mouse-clicking providing pathways to a 
multitude of pdf file maps, discouraging the narrator 
from considering multiple lines of evidence.”) 
 
Discussion & Conclusion  
The overarching impression is that all CIWs present 
substantial hurdles that hinder next-users from 
completing a process of exploration through to a 
defensible conclusion.  
 
Two core issues emerge. First, the dangers and 
implicit ethical questions from the use of CIWs, 
even when developed with the best of intentions. 
The provision of climate information without clearly 
communicated qualifiers, guidance, and 
explanations to enable reasonable checks and 
balances, is an ethical-epistemic problem which the 
CIW community needs to seriously consider. 
Second, the question of what this means for building 
capacity to use climate information as part of 
adaptation planning. Hewitson (Hewitson 2015) 
argues that developing skills is not enough, but that 
experiential learning that leverages foundational 
skills is required. This poses the key challenge of 
deciding how far CIW’s need to extend their support 
to meet the capacity of users, versus the degree to 
which users need to develop skills to use CIWs. 
 
To consider which framing considerations will help 
to advance CIW developments (Adams et al. 2015), 
three areas can be identified: 
 
a) The ethics of information: With no binding 
authority to mandate a code of conduct, how the 
CIWs evolve depends on community agreement and 
on user awareness of responsible practice.  
 

trajectories adopted by the latest IPCC report, the Fifth 
Assessment Report (2014). 

5 The Coupled Model Intercomparison Project (CMIP) was 
established in order to provide standard frameworks for 
systematically analysing GCMs. 
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b) The interface to the information: With current 
interfaces maximising options of choice and data 
sets with no structured approach to filtering – 
simplification is needed. Distillation, as well as the 
evolution of methods to identify problems in data 
and interface structure to guide next-users towards 
choices that credibly serves their needs, is key to 
achieve this. 
 
c) The defensibility of the information. This is 
predicated on the CIW evolving the capacity to 
identify and understand the information limits of the 
data and to use this understanding to design their 
delivery and communication.  
  
While the CIW landscape is prolific and makes a 
substantial contribution to closing the gap between 
science and the decision maker, there are deep issues 
embedded in current practices that raise concerns 
about real-world consequences. 
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Climate Information 
Website Link 

Arctic Climate Research at the 
University of Illionis http://arctic.atmos.uiuc.edu/ 

aWhere http://www.awhere.com/  
Canada Centre for Climate 
Modelling and Analysis http://www.ec.gc.ca/ccmac-cccma/ 

CCAFS Downscaled GCM Data 
Portal* http://ccafs.cgiar.org/ 

Centre for Climate Change 
Research (CCCR) http://cccr.tropmet.res.in/  

Climate Change in Australia http://www.climatechangeinaustrali
a.gov.au/  

Climate Change Knowledge 
Portal * http://sdwebx.worldbank.org/  

Climate CHIP http://www.climatechip.org/ 

Climate Data Online  http://reg.bom.gov.au/climate/data/  

Climate Information Portal (CIP) http://cip.csag.uct.ac.za/  

Climate Wizard http://www.climatewizard.org/ 

Climatic Research Unit http://www.cru.uea.ac.uk/ 

CliMond https://www.climond.org/  

CLIMsystems* http://www.climsystems.com/ 

CORDEX East Asia https://cordex-ea.climate.go.kr/ 

Downscaled CMIP3 and CMIP5 
Climate & Hydrological 
Projections archive 

http://gdo-dcp.ucllnl.org/  

Earth System Grid Federation http://esgf.llnl.gov/ 

EDENext Data Portal http://www.edenextdata.com 

http://arctic.atmos.uiuc.edu/
http://www.awhere.com/en-us
http://www.ec.gc.ca/ccmac-cccma/
http://ccafs.cgiar.org/
http://cccr.tropmet.res.in/home/index.jsp
http://www.climatechangeinaustralia.gov.au/
http://www.climatechangeinaustralia.gov.au/
http://sdwebx.worldbank.org/
http://www.climatechip.org/
http://reg.bom.gov.au/climate/data/
http://cip.csag.uct.ac.za/webclient2/app/#datasets
http://www.climatewizard.org/
http://www.cru.uea.ac.uk/
https://www.climond.org/
http://www.climsystems.com/
https://cordex-ea.climate.go.kr/
http://gdo-dcp.ucllnl.org/
http://esgf.llnl.gov/
http://www.edenextdata.com/?q=content/current-and-projected-climate-data
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European Climate Assessment & 
Dataset (ECA&D) http://www.ecad.eu/ 

European Space Agency Climate 
Change Initiative (esa cci) open 
data portal 

http://cci.esa.int/  

Giovanni http://giovanni.sci.gsfc.nasa.gov/  
IPCC Data Distribution Centre 
(DDC) http://www.ipcc-data.org/ 

IRI/LDEO Climate Data Library http://iridl.ldeo.columbia.edu/ 

IS-ENES Climate4impact portal https://climate4impact.eu/impactpor
tal/  

KlimafolgenOnline http://www.klimafolgenonline.com/ 

KMNI Data Centre https://data.knmi.nl/  

KNMI Climate Explorer http://climexp.knmi.nl/  

Med CORDEX https://www.medcordex.eu/  
NCAR's GIS Program Climate 
Change Scenarios GIS data portal https://gisclimatechange.ucar.edu/ 

Nevada Climate Change Portal http://sensor.nevada.edu/NCCP/  

NOAA Climate.gov https://www.climate.gov/ 

NOAA Geophysical fluid 
dynamics laboratory http://www.gfdl.noaa.gov/ 

Ontario Climate Change Data 
Portal http://www.ontarioccdp.ca/ 

Pacific Climate Futures http://www.pacificclimatefutures.ne
t/  

Pacific Climate Impacts 
Consortium Data Portal https://www.pacificclimate.org/  

Regional Clearinghouse 
Database* 

http://clearinghouse.caribbeanclimat
e.bz 

South African Risk & 
Vulnerability Atlas* http://sarva.dirisa.org/ 

Global and Regional Adaptation 
Support Platform (ci-grasp)* http://pik-potsdam.de/cigrasp-2/ 

The Satellite Application Facility 
on Climate Monitoring (CM 
SAF) 

http://www.cmsaf.eu/  

USGS Geo Data Portal http://cida.usgs.gov/gdp/ 

Wisconsin Initiative on Climate 
Change Impacts http://www.wicci.wisc.edu/  

WoodForTrees.org http://woodfortrees.org/ 

 
Table 1: Overview of the 42 CIWs reviewed in the 
typology, with the six included in the narratives 
highlighted with an as  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

http://www.ecad.eu/
http://cci.esa.int/
http://giovanni.sci.gsfc.nasa.gov/
http://www.ipcc-data.org/
http://iridl.ldeo.columbia.edu/
https://climate4impact.eu/impactportal/general/index.jsp
https://climate4impact.eu/impactportal/general/index.jsp
http://www.klimafolgenonline.com/
https://data.knmi.nl/portal/KNMI-DataCentre.html
http://climexp.knmi.nl/
https://www.medcordex.eu/medcordex.php
https://gisclimatechange.ucar.edu/
http://sensor.nevada.edu/NCCP/
https://www.climate.gov/
http://www.gfdl.noaa.gov/
http://www.ontarioccdp.ca/
http://www.pacificclimatefutures.net/
http://www.pacificclimatefutures.net/
https://www.pacificclimate.org/
http://clearinghouse.caribbeanclimate.bz/?db_type=Climate%20Model&country=CARICOM
http://clearinghouse.caribbeanclimate.bz/?db_type=Climate%20Model&country=CARICOM
http://sarva.dirisa.org/
http://pik-potsdam.de/cigrasp-2/
http://www.cmsaf.eu/EN/Home/home_node.html
http://cida.usgs.gov/gdp/
http://www.wicci.wisc.edu/climate-map.php
http://woodfortrees.org/
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Abstract 

31 years of long-term time series analysis of rainfall and temperature data are used for simulating or re-
constructing temperature variations and the estimation of rainfall for a weather station at Cape Point. This paper 
aims at studying the relationship among climatic variables using multivariate techniques such as principal 
component analysis (PCA) and wavelet-PCA. In this study, we have tested the simulations by dividing the data 
into two parts, the first 21 years of data were used to train/simulate the model and the rest of 10 years for 
comparison purpose to test the performance of the simulation. Model performance was evaluated using 
Correlation Coefficient (R), Root mean square error (RMSE) and Accuracy and Prediction error (PE). The results 
show that the wavelet-PCA model is comparable with the PCA model which may be attributed to the regularity 
in the seasonal patterns.  

Keywords: rainfall predictions, temperature variations, wavelet analysis, multivariate methods 

 

Introduction 
The study of climatological and meteorological 
variability of surface fields such as precipitation and 
temperature at a regional scale is one of the 
challenging tasks in the prediction of climatic 
behaviour. It has been found by the 
Intergovernmental Panel on Climate Change (IPPC) 
that the global temperatures have been increasing by 
a rate of 0.13 degrees Celsius per decade (IPPC, 
2007). Recently, temperature variations due to 
climate change have become a major concern in 
Southern Africa (Kuhn, 2012). Variations in 
temperature have caused severe disruptions in 
agricultural activities, hydroelectric power 
generation and drinking water supplies in South 
Africa. Previous studies on temperature variations 
over South Africa, indicated that there is a maximum 
increase of 0.11°C per decade between 1960 and 
1990 (Hughes and Balling, 1996). There was also a 
substantial increase in temperature over three 
weather stations in Limpopo in South Africa between 
1960 and 2003 (Kruger and Shongwe , 2004). Food 
production in South Africa is particularly sensitive to 
climate change because crop yields are directly 
dependent on climate conditions such as rainfall 
patterns and temperature. In South Africa, even a 
small amount of warming may lead to a large decline 
in the production of wine (Kuhn, 2012). Thus the 
time- series analysis of temperature and rainfall data 
are important for investigating temperature 
                                                            
*krishnannairs@unizulu.ac.za,Tel:035-9026235,Fax:035-9026078 

variations, predicting temperature changes and the 
estimation of rainfall. 

Over the past years, PCA models have been widely 
used in simulating geophysical as well as 
hydrological time series (Botai et al., 2010 and Petr, 
2005). However, it assumes that data are stationary 
and has a limited ability to capture non- 
stationarities and non-linearities in hydro-climatic 
data. Recently, wavelet transformation has shown 
excellent performance in hydrological modelling as 
well as in multiple atmospheric and environmental 
applications by decomposing the time series into 
subcomponents. Decomposed data improves the 
performance of the prediction model by capturing 
useful information at various resolution levels (Nury 
et al., 2015). The present study proposes an 
alternative method for analysis of temperature and 
rainfall data recorded at Cape Point, where wavelet 
transform is used to decompose the non-stationary 
signal into several stationary signals. Then, PCA is 
applied to the decomposed signal to improve the 
accuracy in simulation. Model performance between 
PCA and wavelet-PCA is evaluated using 
correlation coefficient, prediction error, root mean 
square error and accuracy. A comparison between 
wavelet-PCA and PCA is done to find out the best-
fitted model. 
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2. Data and Method  

2.1 Data 
The data was collected from South African Weather 
Service (SAWS) for the period from March 1980 to 
November 2011. The data comprises of minimum 
and maximum surface temperature and rainfall 
which was generally obtained from ground based 
Automatic Weather Stations (AWSs). The obtained 
daily data sets are averaged for each month in the 
time series and used for the present study.  

2.2 Method 

2.2.1. Principal component analysis 
(PCA) 

PCA is a useful statistical technique that has been 
used in many applications for extracting features in 
data of high dimension to a reduced dimension by 
arranging the features in the PCA domain in the 
order of their variance. These uncorrelated features 
in the transformed domain are obtained by the linear 
combination of the original features and carries 
significant amount of information from the data 
(Fowdur et al., 2014). 

2.2.2. Wavelet Analysis 

Among several mathematical transformation 
techniques, wavelet analysis is the most popular 
method that can be used to analyze the non-
stationary time series data. Wavelets are a set of 
basis functions, which is defined as 

 𝜑𝜑𝑎𝑎,𝑏𝑏(𝐼𝐼) =  
1

√𝑎𝑎
𝜑𝜑(
𝐼𝐼 − 𝑏𝑏
𝑎𝑎

) (1) 

where 𝜑𝜑 is the mother wavelet function, 𝑎𝑎 and 𝑏𝑏 are 
the dilation and translation parameters, respectively. 
The basis function provides a mapping from the time 
domain to the time-frequency domain 
(Mallat,1989). 

2.3. Wavelet coupled with PCA 
(wavelet-PCA) model 

The procedure for wavelet-PCA model is described 
as follows: 

Step1: The wavelet transformation, which is a 
Daubechies -1 type and a decomposition level 3, is 
applied to the time series 𝑋𝑋𝐼𝐼 ( 𝐼𝐼 = 1,2, … ,𝑇𝑇) results 
in 4 series, which are denoted by𝑊𝑊𝑇𝑇(𝑋𝑋𝑡𝑡) =
{𝐴𝐴3𝑡𝑡,𝐷𝐷3𝐼𝐼,𝐷𝐷2𝐼𝐼,𝐷𝐷1𝐼𝐼; 𝐼𝐼 = 1,2, … ,𝑇𝑇}, where 𝐴𝐴3𝐼𝐼 is the 
coarse approximation and𝐷𝐷1𝐼𝐼, 𝐷𝐷2𝐼𝐼, and 𝐷𝐷3𝐼𝐼are the 
detailed information. 

Step 2: The wavelet denoising method reconstruct 
the time series by removing the high frequency 
components by 𝑊𝑊𝑇𝑇−1{𝐴𝐴3𝑡𝑡,𝐷𝐷3𝑡𝑡 ,𝐷𝐷2𝑡𝑡; 𝐼𝐼 =
1,2, … ,𝑇𝑇} = 𝑋𝑋𝐼𝐼′ ; 𝐼𝐼 = 1,2, … ,𝑇𝑇. 

Step 3: The PCA model is applied to the 
reconstructed series to predict the test series. 

�𝑋𝑋𝐼𝐼′ ; 𝐼𝐼 = 1,2, … 𝑇𝑇 
𝑃𝑃𝐶𝐶𝐴𝐴 𝐼𝐼𝐼𝐼𝑑𝑑𝐼𝐼𝑚𝑚
�⎯⎯⎯⎯⎯�𝑋𝑋𝐼𝐼

𝑝𝑝; 𝐼𝐼

= 𝑇𝑇 + 1, … . , 𝑇𝑇 + 𝑛𝑛� 

Model performance was estimated by measuring the 
prediction accuracy between the predicted and 
observed according to correlation coefficient (R), 
root mean square error (RMSE), prediction error 
(PE) and accuracy. 

3. Results and Discussion 

To simulate the monthly rainfall at the Cape-Point 
station, monthly average rainfall as well as 
maximum and minimum temperature data of 31 
years from March 1980 to November 2011 were 
used. The first 21 years’ data from March 1980 to 
March 2001 was used for calibration of the model, 
and the remaining 10 years’ data from April 2001 to 
November 2011 were used for validation of the 
model. Fig.1 shows the obtained original and 
reconstructed monthly mean rainfall and the 
maximum and minimum temperature data by the 
wavelet-PCA method for Cape Point. 

 



62 

 

 

Figs. 1(a-b). Temporal evaluation of original and reconstructed rainfall (a), maximum temperature (b) and 
minimum temperature (c) for the period from 1980 to 2011 using wavelet-PCA for Cape Point.  

 

The statistical properties of the calibration, 
validation and total data for monthly rainfall, 
maximum and minimum temperatures are shown in 
Table 1. The observed monthly maximum rainfall is 
168 mm, while the mean rainfall was 29 mm. The 

recorded monthly rainfall data shows low positive 
skewness (1.5) and indicates that data points are 
scattered closer to the mean value or have less 
scattered distribution. The minimum of the 
maximum temperature is 13.92℃, while the 
maximum of the maximum temperature is 17.45℃ 

. 

Table 1:  Statistics of rainfall, maximum and minimum temperatures 
Variable Data Minimum Maximum Mean Standard 

Deviation 
Skewness 

Rainfall (mm) Total 0.00 168.60 29.33 26.37 1.52 
Calibration 0.00 168.60 29.36 26.53 1.51 
Validation 0.00 135.40 29.27 26.15 1.53 

Maximum 
temperature 
(℃) 

Total 13.92 23.93 19.17 2.48 0.02 
Calibration 13.92 23.93 19.08 2.53 -0.03 
Validation 15.04 23.78 19.35 2.48 0.12 

Minimum 
temperature 
(℃) 

Total 8.32 17.45 13.14 2.07 0.07 
Calibration 8.32 17.27 13.03 2.07 0.02 
Validation 8.75 17.45 13.34 2.09 0.15 

 
 
Wavelet analysis decomposed the time series into 
four Details and Approximations sub-time 
series{𝐷𝐷1𝑡𝑡 ,𝐷𝐷2𝑡𝑡 ,𝐷𝐷3𝑡𝑡 ,𝐴𝐴3𝑡𝑡}. The data is 
reconstructed using the low frequency detail wavelet 
components𝐷𝐷2𝐼𝐼 ,𝐷𝐷3𝐼𝐼 and 𝐴𝐴3𝐼𝐼 using the inverse 
wavelet transform. Thus the outliers and noise are 
removed from the denoised signal while the trend 
remained the same as in the original data. The PCA 
model of reconstructed series is developed for 
comparing the prediction accuracy of the proposed 

model over the PCA model. The performance of 
PCA and wavelet-PCA models estimated to forecast 
the rainfall is listed in Table2. The results show that 
for the denoised maximum and minimum 
temperature, the RMSE of both calibration and 
validation are lower than that of the PCA approach. 
The accuracy value for the denoised maximum and 
minimum temperature for both calibration and 
validation is higher than that of PCA approach .This 
indicates capability of wavelet-PCA approach.in 
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simulation. However, the model estimated the 
temperature to be 99 % in agreement with the actual 
measurements. The RMSE of the denoised rainfall 
of both validation and calibration models in PCA is 
higher than that of wavelet-PCA while all other 

results remain the same for both models. From the 
overall performance wavelet-PCA is found to be 
capable for the simulation purposes in general while 
it was comparable with PCA model in the analysis 
of rainfall data. 

 

Table 2: Statistical parameters of calibration and validation for the simulated/forecasted rainfall, maximum and 
minimum temperatures.  

 
Model 

 
Data 

Calibration Validation 

RMSE R PE Accuracy 
% 

RMSE R PE Accuracy 
% 

 
Wavelet-
PCA 

Rainfall 0.15 0.99 0.13 99.84 0.13 0.99 0.16 99.86 

Max.Temperature 0.19 0.97 0.32 99.80 0.14 0.99 0.02 99.85 

Min.Temperature 0.18 0.98 0.01 99.81 0.13 0.99 0.18 99.86 

 

PCA 

Rainfall 0.03 0.99 0.06 99.97 0.02 0.99 -0.07 99.97 

Max.Temperature 0.22 0.98 -0.30 99.78 0.17 0.98 0.34 99.83 

Min.Temperature 0.20 0.98 -0.26 99.79 0.16 0.98 -0.11 99.84 

4. Conclusion 

We have used the rainfall, surface minimum and 
maximum temperature datasets collected from 1980 
to 2011 (31 years) over a Cape Point AWS. Based 
on RMSE and accuracy, the wavelet-PCA model is 
found to be comparable in rainfall forecasting to the 
conventional models. The future plan is to extend 
the study for other South African Weather Service 
stations and different parameters (including ozone, 
rainfall and humidity). However, this will be highly 
dependent on the availability of valid data. 
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Abstract 
Five different numerical model forecasts were used to predict daily rainfall totals, with lead times of day 1 and day 
2 for the period of January 2011 to March 2015. ERA-Interim daily 12 UTC 850 hPa circulation and African 
Rainfall Climatology rainfall fields were used to cluster the days into 35 nodes, each assigned to one of 8 identified 
rain-bearing systems. This identification was done in order to determine the skill in rainfall forecasts per rain-
bearing system. Results showed that for all rain-bearing systems and all lead-times the ensemble mean outperform 
the individual model forecasts. It was also shown that the forecasts overall had more skill in predicting daily rainfall 
totals associated with ridging highs and tropical temperate troughs. 
 
Keywords: Rainfall Predictability, Rain-bearing systems, Numerical Weather Prediction, Ensemble Forecasts, 
SOM  
 
Introduction   
Rainfall forecasts are arguably the most notable 
parameter from weather forecasts since rainfall is a 
tangible and visible event. South Africa is 
considered a semi-arid country with most of the 
country’s annual rainfall totals are below 500 
mm/year (Taljaard, 1996). Across most of South 
Africa the rainfall occurs during the austral summer 
months (October to March) resulting from large 
synoptic scale rain-bearing systems like Tropical 
Temperate Troughs (TTT; Hart et al, 2010) to 
smaller convective-scale heat-induced 
thunderstorms. The southern coast of South Africa 
is recognized as an all-year rainfall region 
(Engelbrecht et al, 2014) and the south-western 
region receives the majority of its rainfall during the 
winter months due to passing mid-latitude low 
pressure systems.  
 
A clustering system was used to group the daily 
atmospheric circulation into recognizable rain-
bearing circulation patterns. Clustering of data has a 
tendency to expose groups within a dataset and each 
group will result in distinct classification of the 
clustering variable (Tambouratzis and 
Tambouratzis, 2008). The technique used to cluster 
the forecasts was the Self-Organising Maps (SOM; 
Kohonen, 2001) since it has been used extensively 
in atmospheric sciences (Tennant and Hewitson, 
2002, Engelbrecht et al., 2014, Lennard and Hegerl, 
2015). 

 
Furthermore, in this study, the rain-bearing systems 
identified by Taljaard (1996) and some summer 
systems identified by Harrison (1983) were used as 
guidance to determine the predictability of daily 
rainfall totals associated with these systems from 
different numerical weather prediction models. The 
forecast models used range from high resolution 
regional short-range weather models (12 km, t+48 
hr forecasts) to global circulation medium-range 
weather models (~17 km, t+144 hr forecasts). 
 
Data and Methodology 
SOM was used to do a synoptic classification for the 
period of 1 January 2011 to 31 March 2015 based on 
daily 850hPa circulation and rainfall patterns. ERA-
Interim data (ERA-Int; Dee et al, 2011) were used 
to determine the daily 12 UTC circulation patterns 
at the 850 hPa pressure level together with the 
accompanying African Rainfall Climatology, based 
on satellite estimated and rainfall observed data 
(ARC2; Novella and Thiaw, 2013). The dual data 
set, after being normalized, was ingested into the 
SOM software to create a 5 × 7 node matrix. Each 
of the nodes in the matrix consists of a regular two-
dimensional structure, based on the two variables 
being clustered. The 850 hPa heights were chosen to 
develop the SOM together with the ARC2 estimated 
daily rainfall totals as this low-level atmospheric 
circulation is influential in rainfall over the region. 
The SOM was then able to determine the 
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accompanying 850 hPa circulation patterns with 
associated daily rainfall totals. The 35 nodes were 
then clustered into 8 possible rain-bearing systems 
as identified by Taljaard (1996; Fig. 1). 
 
Numerical weather models were then used to 
determine the skill in forecasting daily rainfall totals 
from each of the 8 identified rain-bearing systems. 
The regional weather prediction model used was the 
United Kingdom’s (UK) Met Office’s Unified 
Model (UM) configured in three different ways; two 
with different science versions and one with data 
assimilation. The UM covers the area of 0° to 45° S 
and 10° W to 56° E at a horizontal resolution of 12 
km (Davies et al, 2005, Landman et al, 2012). 
 
Also available from the Met Office is the UM Global 
Atmosphere (GA) with a horizontal resolution of ~ 
17 km (Walters et al, 2014). The second global 
model forecast used was from the European Centre 
for Medium Range Weather Forecasting (ECMWF) 
with a resolution of 16 km (Wedi et al, 2015).  
 
All the data sets were rescaled to the ARC2 
resolution of 0.1° × 0.1° and the daily rainfall 
forecasts were accumulated to 24-hr totals to 
correspond with ARC2 estimated rainfall. The lead 
times under investigation in this paper are days 1 
(24-hr) and 2 (48-hr). The original SOM covered the 
domain of -10° to -40° S and 0° to 54° E in order to 
capture the influences of both the tropical and mid-
latitude systems. However, for the rainfall 
verification the domain only covered South Africa; 
-22° to -35° S and 16° to 34° E.  
 
Verification of the model forecasts was done by 
calculating the daily bias (Eq. 1) and the Brier skill 
score (BSS) for rainfall greater than 1 mm/day (Eq. 
2) per grid point (Wilks, 2011). The area average for 
the South African domain of both the bias and BSS 
is calculated to summarise the results and for ease of 
interpretation.  
 
𝐵𝐵𝐷𝐷𝑎𝑎𝑝𝑝 =  1

𝑛𝑛
∑ (𝐷𝐷𝑖𝑖𝑛𝑛
𝑖𝑖=1 − 𝐼𝐼𝑖𝑖)   

 Eq. 1 

𝐵𝐵𝑆𝑆𝑆𝑆 = 1 −
1
𝑛𝑛∑ (𝑓𝑓𝑖𝑖−𝐶𝐶𝑖𝑖)2

𝑛𝑛
𝑖𝑖=1

1
𝑛𝑛∑ (𝐶𝐶𝑖𝑖−1−𝐶𝐶𝑖𝑖)2𝑛𝑛

𝑖𝑖=1
   

 Eq. 2 
 

In Eqs. (1) and (2) the 𝐷𝐷𝐷𝐷 term is referring to the 
forecast value, the 𝐼𝐼𝐷𝐷 to the corresponding 
observation and in Eq. (2) the 𝐼𝐼𝐷𝐷−1 is the persistence 
used as reference forecast for calculating the skill 
score.  
 
Each of the 5 model forecasts were evaluated 
individually, but for summary only the ensemble 
mean spatial maps will be shown. The multi-model 
ensemble (MME) mean was calculated by only 
taking the average of the 5 individual daily rainfall 
forecasts, as indicated in Eq. (3): 
 
𝑅𝑅𝑅𝑅𝑅𝑅 = (𝐸𝐸𝐶𝐶+𝐺𝐺𝑇𝑇+𝑁𝑁𝑇𝑇+𝑁𝑁𝑇𝑇+𝑁𝑁𝐺𝐺)

5
  

 Eq. 3 
 
Results and Discussion 
The dual parameter 5 × 7 SOM matrix is shown in 
Fig. 1 indicating the 8 identified clusters of the 
different dominant weather systems covering both 
summer and winter rainfall events. Notably, the 
continental high (CH) is not identified as a rain 
bearing system by Taljaard (1996), but for 
numerical forecasting it is important to determine if 
the weather models are able to capture the 
circulation and the accompanying limited rainfall. In 
Fig.2 the seasonal distribution of the contribution of 
each day to each node is shown.  
 

 
Figure 11: The 35 matrix SOM and rain-bearing systems. 
Shaded blue background indicate the ARC2 normalised 
rainfall anomalies and black contours the corresponding 
850 hPa circulation anomalies. 
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Figure 2: The accompanying 35 nodes indicating the 
seasonal distribution of the cases within each node (x-axis 
is the 12 months and y-axis indicates number of cases per 
month per node) 
 
The corresponding daily average MME mean 
rainfall forecast (mm/day) is mapped to each node 
(as identified in Fig. 1) in Fig.3 where it is shown 
that the greatest spatial scale of rainfall forecasts 
occur in nodes associated with summer rain-bearing 
system; ridging highs (RH), TTT’s and tropical lows 
(SETL).  
 

 
Figure 3: Daily average MME mean rainfall forecasts 
mapped to nodes in Fig.1 (scale is 0 to 15 mm/day) 
 
In Fig. 4 the MME mean bias (Eq. 1) mapped per 
node from Fig.1 matrix is shown. The highest 
positive bias is seen in nodes 15 and 22 (longwave 
ridge; LR) and the lowest overall bias with the 
continental high (CH) nodes and some of the nodes 
associated with cold-fronts (CF; 21 and 27). The 
highest negative bias is mostly in nodes 18, 19 and 

25. Mostly it is seen that the bias of the MME mean 
is ~ 2 mm per day. Details of the individual 
ensemble members and system average bias for day 
1 lead time is shown in Fig. 5. 
 
The solid black line in Fig. 5 is the MME mean area 
average bias and the red bar indicates the average 
bias per circulation pattern. It is seen that UM global 
forecasts (GA) has the largest and mostly negative 
bias for all nodes, whereas the UM regional 
forecasts (NA and NT) have almost similar, but 
positive biases. The UM data assimilation (NG) and 
ECMWF (EC) have the smallest area averaged 
biases. Looking at the average bias per circulation 
pattern it is also seen that the LR and southward 
extending tropical low (SETL) nodes have the 
highest biases and nodes associated with the high 
east of the country (RE) the lowest. Similar results 
were found with the day 2 lead time.  
 
Similar to the bias in Fig. 4, the BSS is also spatially 
calculated and presented in Fig. 6. When comparing 
the spatial maps in Fig. 6 with the MME area 
average graph in Fig. 7 it is seen that the nodes 
clustered for RH have the highest overall skill for 
both day 1 and day 2 lead times. For nodes 1, 2, 8 
and 9 (associated RE) the spatial BSS maps indicate 
the greatest variability of skill over the domain 
compared to the other nodes. However, if the focus 
is for example only to the north-eastern parts of the 
country the forecasts do seem to be mostly skilful 
for the nodes associated with summer rainfall (i.e. 
excluding CH and CF). 
 

Figure 4: Daily average bias of the ensemble mean 
forecasts (scale is -10, red to 10, blue) for day 1. 
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Figure 5: Area average daily bias for each of the 35 nodes 
for each of the 5 models as well the MME (solid black 
line) for day 1 forecasts. 
 
Conclusions  
As shown by previous research (e.g. Landman 2012) 
it is again seen that an ensemble mean (even if it is 
a small ensemble size) does outperform a single 
model forecast. Furthermore it is also shown that 
under different rain-bearing circulation patterns, the 
forecasts have different biases and skill. This result 
is important in contributing to further research in 
order to bias correct model forecasts per region and 
per circulation patterns.  

 
Figure 6: Brier skill score of the ensemble mean forecasts 
(scale is -1, red to 1, blue) for day 1. 
 

 
Figure 7: Area average daily Bier skill score for daily 
ensemble mean precipitation forecast per circulation 

pattern (similar to horizontal axis of Fig. 5) for day 1 and 
day 2 lead times. 
 
Results for cut-off lows and lead times for 3 to 5 
days are not discussed in this paper but will be 
presented. Cut-off lows are evaluated separately 
from the other circulation patterns due to their small 
scale and low frequency of occurrence. 
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Abstract 
The potential advantage for a farmer to use seasonal forecasts from models is demonstrated in this case study. The 
farm is located in the northern regions of Namibia near Grootfontein, where El Niño and La Niña events have in 
the past been associated with respectively drought and wet seasons. Two forecasting approaches are evaluated: 
The use of climatological rainfall data collected at the farm over 50 years to provide insight into what a coming 
summer rainfall season might be like, and the use of robust seasonal forecasting models of varying complexity 
(statistical and dynamical) to predict seasonal rainfall totals. For both approaches, skill is assessed for three 
categories that represent the 25th and 75th percentile of the climatological records, i.e. extreme rainfall seasons. 
Forecasts of the most recent 5 years for the 4-month season of December to March are compared through the use 
of the Ranked Probability Skill Score (RPSS). It is shown that both the forecast models outscore the use of 
estimates based on the climatological data of the farm as well as forecasts of climatology, and hence we propose 
that the farmer may derive greater benefit from using forecasts from models.  

 

Key words: ENSO, seasonal climate modelling, skill  

 
INTRODUCTION 

Seasonal forecasts, including forecasts of the 
evolution of ENSO events and forecasts of seasonal 
rainfall and temperature variations over land often 
have skill. The recent very strong El Niño event of 
2015/16 was successfully predicted several months 
in advance of its peak, and the associated drought 
over large parts of southern Africa was also captured 
by forecast models. Although the predictability of 
seasonal rainfall totals over southern Africa ranks 
modestly against other areas of the globe also 
affected by ENSO (Landman et al., 2015), forecast 
skill has improved over the years (Landman, 2014) 
in accordance with the increase of the complexity of 
forecast models (Beraki et al., 2015). 
Notwithstanding all the efforts to improve on 
forecast skill and on our understanding of the Earth 
system, as a modelling community we need to 
provide stronger evidence that potential users can 
derive some benefits from using seasonal forecasts.  

DATA AND METHOD 

Three data sets are considered; 50 years of monthly 
rainfall data of the farm Poolmanskloof near 
Grootfontein in Namibia provided by the farmer 
from 1966/67 to 2015/16; Aug-Sep-Oct (ASO) sea-
surface temperatures (SSTs) of NOAA’s Extended 
Reconstructed Sea Surface Temperature Dataset, 
Version 3b (Smith et al., 2008); and hindcasts from 
the GFDL-CM2.5-FLOR-B01 fully coupled model 
of the North American Multi-model Ensemble 
(Kirtman et al., 2014). Monthly global hindcast data 
from March 1980 to the present are available at a 

1°x1° latitude-longitude resolution for 12 ensemble 
members and for lead-times up to 11 months. We are 
using only 1-month lead-time hindcasts for both the 
statistical model and for the coupled model in order 
to produce forecasts near the beginning of 
November for the 4-month rainfall season of 
December to March (DJFM).  

A Principal Component Regression (PCR) statistical 
model is developed that uses ASO SSTs over the 
equatorial Pacific Ocean (10° N to 10° S; dateline to 
90° W) as predictors of DJFM rainfall at 
Poolmanskloof in order to constitute a 1-month 
forecast lead-time. Nine EOF modes of central 
equatorial Pacific SST are considered, but the best 
results, determined through a 5-year-out cross-
validation approach, uses only the first EOF mode 
as a predictor. EOF1 represents ENSO. The PCR 
model, based on 31-years of training data (1980 to 
2010), is subsequently used to make independent 
DJFM rainfall predictions for 2011/12 to 2015/16. 
Probabilistic forecasts for these 5 years are obtained 
from the error variance of the cross-validated 
predictions (Troccoli et al., 2008).        

DJFM total precipitation ensemble mean hindcasts 
from the coupled model are interpolated to the 
location of the farm, after which the mean and 
variance biases of the model data are corrected 
statistically. The interpolation and corrections of 
forecasts are performed over the same 31 years over 
which the statistical model is developed, and are 
subsequently used to determine independent 
probabilistic forecasts for the 5 years stated above. 
This forecast process has already been done for 
gridded rainfall fields (Landman et al., 2016) and is 
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similarly used here for a single location. The 
decision to obtain only 5 years of independent 
forecasts for the purpose of verification is due to the 
fact that we wanted to determine the potential 
usefulness of forecasts over a very recent period of 
past extreme events.  

We next develop scenarios on which the farmer 
himself could have produced a rainfall forecast or 
estimate for those 5 years without having access to 
any model forecasts. The simplest type of such a 
scenario would be to adopt forecasts of climatology. 
In this case a forecast for each of the 5 years would 
be a 25% chance for both below- and above-normal 
rainfall totals and a 50% chance for near-normal 
rainfall totals to occur over the farm.  

Since some farmers actually do prefer undertaking 
their own climate analysis, we are also proposing a 
forecasting approach here that such a farmer can use 
to estimate what a coming DJFM rainfall season 
might be like. One way in which the farmer could 
have produced a forecast for his farm is to consider 
how it rained in the past on the farm during El Niño, 
La Niña and ENSO-neutral seasons (the 
classification used here of such seasons over the 
equatorial Pacific Ocean is that of the Oceanic Niño 
Index). He/she could have counted the number of 
seasons it was wet (> 75th percentile of the records), 
dry (< 25th percentile of the records), or near-normal 
during El Niño, La Niña and ENSO-neutral seasons. 
For 45 years (last 5 years of the 50 not included) it 
is found to have been dry (below-normal = B) for 9 
years, wet (above-normal = A) for 2 years and near 
normal (=N) for 5 when there was an El Niño, and 
so the probabilities are 56, 31 and 13 % (=B, N, A) 
when there is an El Niño. La Nina related rainfall 
probabilities are 14, 36 and 50% (=B, N, A), while 
ENSO-neutral probabilities are 7, 73 and 20% (=B, 
N, A). So for the 5 test years we had a La Niña 
(2011/12), three ENSO-neutral (2012/13 to 
2014/15) and an El Niño year (2015/16). For a 
rainfall forecast when, say, a La Niña event is 
developing the farmer would then use the La Niña 
related rainfall forecast of 14, 36 and 50 % (=B, N, 
A). This "model" is what a farmer could use without 
having any forecasts to consider and if he/she would 
assume that such a “home-made” forecast system 
based on historical events could be an improvement 
over just climatology as a forecast (i.e. 25, 50, 25 = 
B, N, A).   

RESULTS 

First it is determined which multi-month period of 
the summer the various forecast models need to be 
developed for. Fig. 1 shows the annual cycle of 
rainfall over the farm as well as the occurrence of 
rainfall per month over the 5-year test period. The 
25th and 75th percentile values of the 50 years are 
also presented. The three wettest months are January 
to March, but December (the fourth wettest month) 
is also included in the analysis since it has already 

been shown that the inclusion of December months 
in seasonal forecasts can enhance seasonal forecast 
skill over the region (Landman et al., 2012). 
Moreover, the rainfall during the December months 
of the 5-year test period were associated with 
anomalous rainfall totals for 4 of the 5 years (Fig. 1).    

The seasonal-to-interannual DJFM rainfall 
variations over the farm are shown in Fig. 2. In 
addition to the rainfall time series, the median, 25th 
and 75th percentile values of the rainfall records are 
also shown. Seasons above the 75th percentile line 
are considered to be above-normal seasons and those 
below the 25th percentile line to be below-normal 
seasons. The seasons in between these line are 
considered to be near-normal seasons.  

 
Fig. 1. Summer rainfall seasonal cycle (blue bars) at 
the farm Poolmanskloof near Grootfontein, Namibia. 
The 25th (open circles) and 75th (asterisks) percentile 
values of the monthly climatological records are also 
presented, together with the rainfall totals per month 
for each year of the 5-year test period. 

 
Fig. 2. DJFM rainfall totals per year at the farm 
Poolmanskloof, including the mean, 25th and 75th 
percentile lines. The red part of the time series 
represents the 5-year test period. 
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We next verified the forecasts from the various 
models over the 5-year test period. Fig. 3 shows the 
accumulated probabilities over the three categories, 
for three forecast models (excluding forecasts of 
climatology) over the 5 test years. The verification 
measure used here is the Ranked Probability Score 
(RPS), which produces a verification statistic 
capable of penalizing forecasts if more probability is 
assigned to event categories further removed from 
the actual outcome (Wilks, 2011). The RPS per 
season is calculated for each model as well as for 
forecasts of climatology, from which Ranked 
Probability Skill Scores (RPSS) are calculated 
where the “home-made” forecasts and the forecasts 
of climatology are respectively used as reference 
forecasts. Consequently, RPSS values are calculated 
only for the statistical model that uses SSTs as 
predictor, as well as for the coupled forecast model. 
Positive RPSS values indicate that the forecasts 
from these two models are outperforming the two 
reference forecasts.   

 
Fig. 3. Probabilistic DJFM rainfall forecasts at a 1-
month lead-time for the three categories explained in 
the text, and RPSS values calculated over the 5-year 
test period. The heading of each forecast graph 
includes the year and the observed rainfall outcome of 
A, N or B for that year. Yellow bars represent 
probabilities for below-normal rainfall totals, green 
for near-normal totals and blue for above-normal 
totals to occur [OBSV = ”home-made” model; EqPa = 
statistical model; GFDL = coupled model]. For RPSS 
values, the two bars on the left show how the two 
models are outperforming the “home-made” model 
(RPSS>0), and the two bars on the right show how the 
two models are outperforming forecasts of climatology 
(RPSS>0).  

The graph on the bottom right of Fig. 3 shows the 
RPSS that use the forecasts from the “home-made” 
model as reference (two bars on the left) and RPSS 
values when using forecast of climatology as 
reference. The four positive RPSS values imply that 

the two models are respectively far superior than the 
“home-made” model and slightly superior to 
forecasts of climatology. These positive skill scores 
provide evidence that using robust physically based 
seasonal forecast models for predicting seasonal 
rainfall outcomes should be more advantageous to 
the farmer of Poolmanskloof than not using 
forecasts (the two models outscore climatology) or 
using seasonal rainfall estimates based on observed 
rainfall outcomes of the past (the two models 
outscore the “home-made” model). If the RPSS 
values were all negative then the “home-made” 
forecasts and forecasts of climatology provide better 
forecasts than the two models presented here. As it 
turns out, RPSS values are positive and the “home-
made” model is even worse than using forecasts of 
climatology (RPSS = -0.2973). 

DISCUSSION AND CONCLUSION 

In this study, we wanted to find evidence that a 
farmer could derive more benefit from using 
forecasts produced by robust physically-based 
models as opposed to not using any forecasts at all 
(and as a result assume that each season will be 
equally likely to experience drought, wet or near-
normal rainfall conditions), or using information 
related to his/her own rainfall records and how these 
relate to ENSO events. Although there is a range of 
factors that could be beneficial to farmers, such as 
improved agricultural practices, here we selectively 
equate benefit to forecast skill, as has already been 
demonstrated for southern Africa before (Lazenby et 
al., 2014; Muchuru et al., 2014). 

The main conclusion from verifying the models of 
various complexity presented here is that greater 
benefit could potentially be derived when using the 
physically-based models as opposed to not using 
them. The farmer at Poolmanskloof may thus have 
benefitted from using the model forecasts over the 
5-year test period presented here. Although 
physically based climate models should be 
considered as incrementally more skillful than 
climatology techniques, the value to the decision-
scale requires, however, contextual assessment. We 
need to provide additional evidence to farmers that 
forecasts can impact positively on their farming 
decision support systems and that the use of 
forecasts can lead to financial gains. Such an 
endeavor requires forecast producers and farmers to 
work together to understand the decisions that 
farmers will undertake, the financial implications of 
those decisions, as well as co-producing tailored 
forecasts and data analysis for the farm.   
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Due to poor meteorological observations network over central Africa, water resources are not well evaluated yet. 
In this paper, we used a state-of-art atmospheric climate model forced by SST (ECHAM version 5.3) to figure out 
what are mechanisms and how central Africa rainfall are represented in observations in term of spatial distribution, 
seasonality and intensity. So ECHAM5.3 does well capture the westward (eastward) migration of central Africa 
rainfall annual cycle as well as its spatial distribution, but it fails to simulate its intensity. However, the seasonal 
variation of ITCZ location of the thermally-driven central Africa rainfall is controlled either by local and remote 
latent heat or by low level convergence during strong rainy and dry seasons respectively. 

Keywords: Bias; Guinea Gulf; ITCZ location; Latent heat; Moist Static Energy  
 
Introduction   
According to Intergovernmental Panel on Climate 
Change (IPCC, 2012), precipitation patterns over 
Africa would change in a warmer climate. But due 
to sparsity of observational datasets over central 
Africa, the understanding of spatio-temporal 
variability of rainfall – which is substantial to 
evaluate water resources availability – is limited and 
requires reliable and controlled data. In this 
situation, the use of alternative sources of rainfall 
rates such as satellite information or numerical 
weather prediction (NWP) may be useful. Various 
rainfall datasets have been utilized widely to study 
inter-annual variability of central Africa rainfall 
(Balas et al. 2007; Nicholson and Grist, 2003; Todd 
and Washington, 2004; etc.) and their use is 
arbitrary. However over central Africa, few studies 
tried to evaluate rainfall in observations, reanalysis 
and climate models (McCollum et al. 1999; 
Asadullah et al. 2008; Washington et al 2013; Siam 
et al. 2014). Washington et al (2013) found that over 
central Africa, the zonal rainfall distribution within 
observational datasets illustrates high rainfall either 
over Guinea Gulf (CMAP, ERA-40, ERA-Interim, 
TRMM) or in the east of central Africa (TAMSAT, 
NCEP, CMORPH). However, all observational 
datasets reproduce the bimodal annual cycle of 
rainfall over central Africa, but almost all general 
circulation models (GCMs) in the Coupled Model 
Intercomparison Project Phases 3 and 5 (CMIP3/5) 
were deficient by overestimating rainfall and 
runoffs, which depend deeply on their respective 
spatial resolution (Siam et al. 2014). The above 
results outlined that there is no consistent rainfall 
distribution pattern in climate models, reanalysis 
and observations products. This leads us to infer that 
sources of central Africa rainfall inadequacies 
within observations and, biases in climate models 
remain unclear. Many studies focused on inter-
annual variability compared to the annual cycle 
where the big challenge is. In addition, this paper 
will try to unfold the zonal migration of central 

Africa rainfall annual cycle in using state-of-art 
climate model – the ECHAM version 5.3 – as well 
as how the observational central Africa rainfall is 
simulated in term of spatial distribution, seasonality 
and intensity.  
 
Data 
a) Observations and reanalysis 
As ground-based data (in situ measurements), we 
choose only two gridded-gauge only data, the 
Climatic Research Unit, CRU TS3.10 (merely 
referred as CRU, Harris et al. 2013) and the Global 
Precipitation Climatology Centre dataset (hereafter 
GPCC, Schneider et al. 2013; Becker et al. 2013). 
But GPCC and CRU cover only land areas at 
monthly temporal resolution (1901 to present). In 
addition, we used also essentially the Climate 
Prediction Center Merged Analysis of Precipitation 
dataset (CMAP, Xie and Arkin 1997) and the Global 
Precipitation Climatology Project monthly 
precipitation dataset (GPCP, Huffman et al. 2009), 
available at monthly temporal resolution (1979 to 
present). CMAP and GPCP datasets are compiled 
from merged satellite precipitation data and bias-
corrected over land through continental rain-gauge 
observations (Bolvin et al. 2009). These datasets 
cover the whole globe, including the oceans. We add 
TAMSAT African Rainfall Climatology and Time-
series (TARCAT) (Tarnavsky et al., 2014; Maidment 
et al., 2014), which combines satellite thermal 
infrared measurements with other data sources such 
as microwave retrievals and rain gauge 
measurements (Maidment et al. 2014). Its temporal 
resolution spans from 1983 to present. As 
Reanalysis, NCEP–NCAR reanalysis product 
(hereafter NCEP, Kalnay et al. 1996) and ERA-
Interim product (hereafter ERA-I, Dee et al. 2011) 
are used in this study. Meanwhile the time spans 
from 1948 to present and 1979 to present 
respectively. For ERA-I, rainfall is a sum of 
convective precipitation and large scale 
precipitation available daily at time of 6-hours. But 
beside rainfall, we used atmospheric variables of 
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ERA-I, which include among others air temperature, 
geopotential, specific humidity, zonal and 
meridional wind components at 2 pressure levels 
(1000 and 700) at monthly time steps, are used to 
compute the moist static energy. 
 
b) SST-forced atmospheric climate model  
The European Centre Hamburg Model (ECHAM) 
version v5.3 is an atmospheric general circulation 
model forced by SST (Roeckner et al. 2003) at 
monthly time steps spanned from 1870 to 2009, 
while the spatial resolution is gridded at 
1.125°×1.125°. The total precipitation is obtained as 
sum of convective and large scale precipitation 
respectively. We also used air temperature, 
geopotential, specific humidity, zonal and 
meridional wind components at 2 pressure levels 
(1000 and 700- hPa). Hence, in this study, rainfall  
and all atmospheric variables based  on  all  these  
datasets  have been  interpolated onto  the  same  
1.125°×1.125° grids to eliminate potential influence 
of the horizontal  resolution. 
 
Zonal evolution and distribution of central Africa 
rainfall seasonal cycle: intercomparison and bias  
Firstly, we want to figure out how the central Africa 
rainfall is associated with Walker circulation. Thus, 
the longitude vs. time Hoevmoller plot of meridional 
mean rainfall averaged between 10°N and 15°S is 
portrayed in Fig. 1.  

 
Figure 1. Hoevmoller (longitude-time) of observed 
and modelled central Africa seasonal rainfall mean: 
(a) GPCP; (b) CMAP; (c) GPCP+CMAP; (d) CRU; 
(e) GPCC; (f) CRU+GPCC; (g) ERAI; (h) NCEP; 
(i) ERAI+NCEP; (j) TAMSAT and (k) ECHAM5.3. 
The bold blue line on all panels follows the zonal 
propagation of rainfall maximum (unit: mm/day). 
 
So in DJF, rainfall develops between 20°-30°E and 
peaks in MAM (>5mm/d), while ITCZ location 
propagates westward toward Guinea Gulf. ITCZ 
location is defined as meridional-mean rainfall 
maximum over central Africa (10°N-15°S). In JJA, 
rainfall weakened abruptly (< 2mm/d) over entire 

central Africa, but it is higher over Guinea Gulf. This 
is related to the northward propagation of rainfall 
over Gulf of Guinea. In August/September, rainfall 
increases and matures (>5mm/d) in SON. This 
rainfall intensification is associated with a westward 
migration of ITCZ towards highlands in east central 
Africa. In DJF, rainfall decreased, but remains high, 
while confined west of 30°E. However, CRU shows 
high rainfall bands (>8mm/d) at ~10°E in JJA, but 
less rainfall is found in ERAI. NCEP does not 
reproduce westward (eastward) migration of rainfall 
bands during transitional seasons. Whereas both 
GPCP and ERAI capture the westward rainfall 
migration in MAM, but by June, rainfall bands 
return to their initial position between 20°-30°E. 
However, the migration in ERAI seems to be faster 
(Fig. 1j). Noteworthy, ECHAM5.3 does reasonably 
represent not only the westward rainfall migration, 
but also the bimodal characteristic of zonal central 
Africa rainfall annual cycle, even though with slight 
larger amplitudes during strong rainy seasons (Fig. 
1k). This leads us to be confident while using 
ECHAM5.3 to represent central Africa rainfall, 
consistent with the findings of Yang et al. (2015) 
over east central Africa.  
 
Another helpful diagnose of rainfall datasets is the 
seasonal rainfall probability density function (PDF, 
Botev et al. 2008) as shown in Fig. 2. The area-
averaged rainfall index over central Africa has been 
binned at 0.005 mm/d. All rainfall datasets show 
positive skew unimodal rainfall intensity ranged 
between 2 and 6 mm/day – except TAMSAT (Fig. 
2j), which presents bimodal rainfall intensity and 
negative skewness. However, much and less rainfall 
occurred in SON and in JJA (DJF for CRU) 
respectively. But ECHAM5.3 shows three rainfall 
intensities peaking at 2, 3 and 4 mm/day, with less 
and much rainfall in JJA and MAM respectively 
(Fig. 2k). However, each rainfall dataset describes a 
bit different spatial pattern and rainfall intensity. 
Thus, the inconsistency between rainfall datasets 
could be due either to the intrinsic technique used 
for estimation of rainfall rate or to the quality of the 
gauge observations used (McCollum et al. 2000). 
This is more evident when we carried out the 
temporal correlation of central Africa rainfall based 
on respective datasets used (not shown). The result 
indicates substantial dissimilarity of central Africa 
inter-annual rainfall variability among the datasets. 
However, whether the rainfall products are grouped 
with respect to their retrieved technique e.g., 
satellite- rainfall gauge (CMAP and GPCP) or 
stations based (CRU and GPCC) or reanalysis 
(ERA-I and NCEP), the mean-rainfall between each 
of the grouped datasets improves not only the 
correlation coefficient comparatively to their 
respective dataset taken alone, but reduce the 
discrepancy between them. 
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Figure 2. Probability density functions (PDF;Botev 
et al. 2010) (a) GPCP; (b) CMAP; (c) 
GPCP+CMAP; (d) CRU; (e) GPCC; (f) 
CRU+GPCC; (g) ERAI; (h) NCEP; (i) 
ERAI+NCEP; (j) TAMSAT and (k) ECHAM5.3. 
Unit: mm/day. 
 
On the role of local environment on central Africa 
rainfall 
We further understand how central Africa rainfall 
arises seasonally – in term of location and strength, 
atmospheric energy budget and circulation to 
highlight the physical mechanisms underlying the 
rainfall representation. The moist static energy 
(MSE, Neelin and Held, 1987) is defined by as 
follow: 

h = DSE + Lq   (1) 
DSE = cpT + Φ  (2) 
 

 Where DSE is dry static energy, with contribution 
of both internal and potential energy (cpT) and Φ) 
respectively; cp is specific heat capacity of dry air at 
constant pressure; T is temperature; L is the latent 
heat of vaporization; q is specific humidity; Φ is 
geopotential. To compute saturated MSE (MSE*), 
saturated specific humidity q* is used in equation 
(1). Moist static stability is defined as difference 
between MSE at surface and MSE* at 700- hPa, and 
the air column is unstable if this is positive. The 
seasonal evolution of meridional-mean of MSE 
averaged over 10°N-15°S of latitude is plotted in 
Fig. 3. The MSE shows, at surface, a similar “lung-
like7” pattern of zonal propagation of central Africa 
rainfall annual cycle (cfr Fig. 1), with warmer and 
moister air (h > 345 K) at 20°E during strong rainy 
seasons, essentially in MAM, with a tail extending 
westwards towards Guinea Gulf and in SON 
respectively (Fig. 3a). 

                                                            
7 In reference to the chest X-ray showing two black lungs 
separated by a white trachea. 

 
Figure 3. Hoevmoller (longitude-time) of (left 
column) MSE at surface; (middle column) MSE* at 
700- hPa; (right column) Moist static stability over 
central Africa. (a-c) observations; (d-f) ECHAM5.3: 
(g-i) biais. The bold blue line on all panels follows 
the zonal propagation of rainfall maximum in 
observations (combined of GPCP and CMAP. Unit: 
mm/day) and red line in (c and f) indicates the moist 
static stability maximum 
 
In dry seasons (JJAS), MSE (h < 330 K) weakened, 
with minima located over east Africa (33°–40°E) 
and tropical Atlantic (including the Guinea Gulf, 
07°-12°E) respectively. At 700- hPa, MSE* 
produced similar feature, but with stronger 
amplitudes (Fig. 3b). In comparison with Figs. 1 and 
3c, it emerges that intensification of rainfall is 
associated with strengthened convective instability, 
as moist static stability become close to zero or 
slightly positive (Fig. 3c). But during weak rainy 
(dry) season (JJAS), low troposphere is more stable, 
particularly over tropical Atlantic where cold tongue 
is maturing (Richter et al. 2012, Tokinaga and Xie, 
2011). This leads us to infer that convective 
instability is associated with rising motions of warm 
and moist air at 20°E year round and stable low-
troposphere is associated with subsidence, which in 
turn, suppressed convection over offshore regions 
(including Guinea Gulf). In addition, it is relevant to 
note strong seasonal change of MSE at surface and 
MSE* at 700- hPa. However the presence of warm 
and moist air is likely to destabilize the low-level 
troposphere, particularly during wet seasons.  
During dry seasons, the absence of low-level 
humidity leads to opposite. Significant relation is 
noted between the ITCZ location and moist static 
stability location (0.50). However, during strong 
rainy season, ITCZ and moist static stability 
collocate at ~20°E, while during JJAS, ITCZ 
location seems to be linked low level convergence. 
We do posit that year-round, ITCZ location does 
primarily co-occur with moist static stability during 
strong rainy seasons, but seems to be more related to 
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low-level convergence in JJAS. ECHAM5.3 does 
fail to reproduce the collocation of ITCZ and moist 
static stability. However, a quantitative role of 
thermodynamics and dynamics of central Africa 
rainfall/convection is beyond the scope of this paper. 
 
Conclusions  
Noteworthy in this paper that ECHAM5.3 does well 
represent the westward (eastward) propagation of 
central Africa rainfall annual cycle and its spatial 
distribution as well, but fails to capture its 
distribution. However, the seasonal variation of 
ITCZ location of the thermally-driven central Africa 
rainfall is strongly connected to moist static stability. 
Nevertheless the central Africa rainfall variability 
seems to be controlled either by local and/or remote 
latent heat. 
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How would current advice benefit maize farmers with respect to historical 
associations with El Niño events? 

Johan Malherbe, Wiltrud Durand – Agricultural Research Council  
 

e-mail: johan@arc.agric.za 
 

We evaluate the potential effect of a range of management decisions that can be taken by maize farmers in the 
western maize production region of South Africa in response to forecasts of dry conditions founded on the ENSO 
signal. Recommendations are based on crop simulation results for the period 1953 – 2016. Current typical advice, 
such as early planting and conservative practices, are evaluated focusing on El Niño years relative to the rest. 
Findings will contribute to the advice given during fora such as the National Agrometeorological Committee 
Meetings, aimed at informing best practices before and during growing seasons. 

KEYWORS: El Niño, Maize production, South Africa, Seasonal forecast, Crop modelling 

 
Introduction 
 
The ENSO signal in South African climate 
anomalies (Ropelewski and Halpert, 1987) provides 
much of the seasonal forecast skill of coupled 
climate models for southern Africa (Landman and 
Beraki, 2012). The well-established teleconnection 
results in the greatest skill, for both rainfall and 
maximum temperature, in mid-to-late summer 
(Landman and Beraki, 2012; Lazenby et al. 2014). 
ENSO-related crop reduction over part of the 
western maize producing region of South Africa has 
been observed to be related to both lower seasonal 
total rainfall as well as a shorter growing season 
(Moeletsi et al. 2011), specifically due to an earlier 
cessation of the rainy season. Adverse weather 
conditions during the recent summer (2015/16) were 
associated with a strong El Niño event and resulted 
in a total maize production being down 40% from 
the average for the 2010/11 – 2014/15 summers 
(CEC 2016).  
 
The western maize production region of South 
Africa produces most of the country’s white maize, 
used for human consumption. Average annual 
rainfall over the region ranges between 400 and 
600 mm and negative climate impacts related to 
ENSO have caused significant reductions in 
production in the region in 1992, 2007 and 2016 
(CEC 2016). Current advice, such as distributed by 
the National Agrometeorological Committee 
(NAC), provides some guidance early in a growing 
season. For example, the NAC advisory given in 
October 2015, called for a conservative approach 
with relation to planting density, soil (avoid 
marginal soils) and cultivar choice as well as a 

conservative fertilizer strategy, whilst also advising 
to plant as early as possible during the normal 
planting window. These recommendations were 
made, based on the expectation of hot and dry 
conditions over the summer rainfall region towards 
mid- and late summer as indicated by the seasonal 
outlooks from a multitude of coupled climate 
models (http://iri.columbia.edu/our-
expertise/climate/forecasts/seasonal-climate-
forecasts/). It eventually turned out that specifically 
the early part of summer was unfavorable for 
cultivation whilst cooler, wetter conditions since 
January together with a late onset of winter frost 
supported late planting or cultivation of alternative 
cash crops. It therefore follows that most of the 
advice given for maize production would not have 
benefitted farmers, except for supporting 
conservative approaches. Over the same region, 
planting later also resulted in higher yields during 
the 2014/15 season (Malherbe et al. 2015), which 
was also forecasted to be dry towards the end by 
seasonal forecast systems, based on weak El Niño 
conditions http://iri.columbia.edu/our-
expertise/climate/forecasts/seasonal-climate-
forecasts/).  
 
In the current study we consider the above elements 
of past growing seasons, associated with El Niño, as 
assimilated by a crop model, to understand the 
benefits of the advice given during El Niño years.  
  
Instrumentation and Method 
Daily weather data and soil profile information from 
the Agricultural Research Council – Institute for 
Soil, Climate and Water (ARC-ISCW) climate and 

mailto:johan@arc.agric.za
http://iri.columbia.edu/our-expertise/climate/forecasts/seasonal-climate-forecasts/
http://iri.columbia.edu/our-expertise/climate/forecasts/seasonal-climate-forecasts/
http://iri.columbia.edu/our-expertise/climate/forecasts/seasonal-climate-forecasts/
http://iri.columbia.edu/our-expertise/climate/forecasts/seasonal-climate-forecasts/
http://iri.columbia.edu/our-expertise/climate/forecasts/seasonal-climate-forecasts/
http://iri.columbia.edu/our-expertise/climate/forecasts/seasonal-climate-forecasts/
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soil databanks respectively were used as input data 
to a crop model to test for the sensitivity of potential 
yields to a change in management decisions taken. 
Finding a continuous dataset of daily rainfall, 
temperatures and solar radiation for a specific area 
presents some challenges, and the research 
presented here focused on one specific area in the 
western maize production region, located near 
Potchefstroom (26.75°S, 27.05°E). 
 
The DSSAT Crop System Model (previously known 
as CERES-maize - Jones et al. 2003; Hoogenboom 
et al.  2010) was used to simulate the effect of 
various management interventions such as different 
planting dates and planting density on yield, with 
respect to the occurrence of El Niño. Table 1 
represents the crop management considerations of 
which all combinations were simulated for each of 6 
planting dates within the normal planting window. 
Application of fertilizers was assumed to 60 kg Ha-1 
Nitrogen, a typical fertilizer strategy for dryland 
cultivation in the area. 

Table 1 Variables considered during modeling 
Variable Experiment 

Soil Type  
Hutton Makatini, Hutton 

Msinga, Pinedene 
Klerksdorp 

Row Width (m) 0.9, 1.0, 1.2, 1.5, 1.8 
Plant 

Population 
(plants m-2) 

1, 1.5, 2.0, 2.5 

Planting date 15 Oct, 31 Oct, 15 Nov, 30 
Nov, 15  Dec, 31 Dec 

Cultivar type 
Short growing-season, 

Medium  growing-season, 
Long  growing-season 

 
The sum total of combinations considered is 1080 – 
resulting in a total of 68040 experiments when 
executed for each year in the time series (1953 – 
2016). The soil types are some of the common types 
found in the area of interest, as indicated by the land 
type inventories of the dominant land types (ARC-
ISCW Land Type Inventory and soil descriptions). 
All these have reddish fine sandy loam to sandy clay 
loam textured upper horizons. The main difference 
between the soil types, relevant for cultivation, is the 
depth of the upper horizons, being relatively shallow 
in the case of the Hutton Makatini (± 440 mm) to 
fairly deep (±760 mm) for the Hutton Msinga and 
520 mm for the Pinedene Klerksdorp soil type. The 

6 planting dates are considered to represent the full 
range of early-to-late planting periods within the 
planting window in the area.  
Model simulations started 150 days before planting 
with a soil moisture content of 50% of field capacity 
at end April/May in order to stabilize soil moisture 
content by the beginning of planting. Results were 
subdivided for the 22 El Niño, 18 La Niña and 23 
Neutral summers during the period of 63 years, 
based on the value of the Oceanic Niño Index 
(http://www.cpc.ncep.noaa.gov/products/analysis_
monitoring/ensostuff/ensoyears.shtml).  
 
Results and Discussion 
To demonstrate the effect of soil type (as represented 
by the 3 soil types considered) and climate 
variability as related to ENSO, Fig. 1 shows the box 
plot of modeled yields per soil type and type of 
summer related to ENSO (El Niño, Neutral or La 
Niña year). These results are representative of yields 
simulated for planting dates ranging from mid-
November to mid-December, considered to be the 
main planting period within the larger potential 
planting window indicated earlier. Examination of 
results indicates sensitivity rather to plant 
population than row width. So the results shown are 
for the relatively high plant population of 2.0 – 2.5 
plants m-2 which also, in the majority of cases, 
resulted in the largest simulated yields.   
 

 
Figure 1 Box plot, showing the yields obtained 
during El Niño (dark grey), Neutral (light grey) 
and La Niña (white) summers per each of the soil 
types as indicated. 
 
From the subset of modeling results, it is clear that 
the soil type as well as the association with ENSO 
(and resultant weather conditions) play an important 
role in determining yield. Yields are, in accordance 
with observations, lower during El Niño summers 
than the other years, but they are not significantly 

http://www.cpc.ncep.noaa.gov/products/analysis_monitoring/ensostuff/ensoyears.shtml
http://www.cpc.ncep.noaa.gov/products/analysis_monitoring/ensostuff/ensoyears.shtml
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different. Interestingly, simulations suggest higher 
yields during neutral summers than during La Niña 
events, related to excessive cloudiness and wet 
weather towards the middle and end of summer 
often occurring during La Niña years (not shown). 
The importance of soil depth is also indicated, with 
consistently higher yields simulated for all 3 types 
of summer seasons for the deeper Hutton Msinga 
soil type (e.g. median yield of 4512 kg Ha-1 during 
El Niño summers) than for the shallower Hutton 
Makatini (median yield of 4007 kg Ha-1 during El 
Niño summers).  
 
Results pertaining to planting date, between the 
different soil types, are consistent (not shown), 
whilst a higher planting density leads to a higher 
yield simulated for all three types of summers. To 
demonstrate these results, Figs. 2 (a) and (b) show 
for short-growing-season and long-growing-season 
maize cultivars respectively the average yields 
simulated during El Niño year per planting date and 
plant population.  
 
Higher plant densities have consistently yielded 
better results than lower densities for both short and 
long-growing-season cultivars during El Niño years 
(and the rest). There is a gradual increase (resulting 
in a total of 20%) for the mean yields from the 
earliest to latest planting dates (see also the numbers 
indicated on the bars representing a plant population 
of 2  m-2). Even though the largest reductions 
relative to La Niña summers are also found in the 
latter part of the planting window, mean actual 
yields are still simulated to be higher than for maize 
planted earlier. 
 

 
Figure 2a Mean yield (top) simulated for 
the short growing-season maize cultivar on the 
Hutton Makatini soil type per planting date (left 
to right) and plant population as indicated. The 
percent decrease from the mean simulated 
during La Niña years, is similarly indicated in 
lower graph.  
 

 
Figure 2b Same as Figure 2a, but for a 
long growing season cultivar.  
 
For the long-growing-season cultivar, higher 
planting densities also consistently result in higher 
yields on average, but the most favored planting date 
becomes earlier with progressively higher planting 



81 

 

densities. This may indicate a larger tendency for 
stressors to affect yield negatively due to conditions 
towards the end of summer and early autumn. The 
highest mean yields are simulated for the mid- 
planting dates of 15 November and 30 November. 
Moreover, the later planting date of 15 December 
results in higher yields for all planting densities than 
the earlier dates of 15 and 31 October (e.g. 
4516 kg Ha-1 vs. 4468 and 4262 kg Ha-1for a plant 
population of 2 m-2  
 
This finding is further demonstrated, for medium 
growing season cultivars on the same (Hutton 
Makatini) soil type, for high (2.5 plants m-2) and low 
(1 plant m-2) populations. The number of El-Niño 
summers during which the highest yields were 
obtained at each planting date is shown in Fig. 3. 
 

 
Figure 3 Simulated number of El Niño summers 
(from a total of 22) during which the highest yield 
was obtained per planting date, for low (grey 
bars) and high (black bars) plant populations of 
medium growing-season maize on Hutton 
Makatini soil type. Broken lines indicate the 95% 
upper and lower significance levels.  
 
The low yields for earlier planting relative to late 
planting, is related to the extreme maximum 
temperatures experienced especially during the 
month of January in El Niño years, relative to the 
other years. Fig. 4 is a box plot for 10-daily 
maximum temperatures, during January and 
February, for El Niño and La Niña summers 
respectively.   
 

 
Figure 4 Box plot of maximum temperatures, at 
ten day intervals, during January and February, 
for El Niño and La Niña (blue) summers as 
indicated. The period during which the median 
temperature difference between El Niño and La 
Niña summers exceeds 1.5° C, is indicated by a 
horizontal red bar.  
 
Whilst the difference in median of the maximum 
temperatures between El Niño and La Niña summers 
per 10-day period exceeds 1.5°C for each 10-day 
period in January, it is never higher than 0.5°C 
during February. The larger difference during 
January is indicative of the much more unfavorable 
conditions associated with El Niño during January 
specifically. 
 
Conclusions  
Considering the typical advice prior to El Niño 
summers, the model simulation have demonstrated 
that certain recommendations for maize production 
over the western maize production region would not 
have contributed to higher yields if followed during 
the previous 22 El Niño years since 1953. While 
relatively marginal soils do result in lower yields 
(even though not to a greater extent than during 
other years), later planting dates have been shown, 
especially for short to medium-growing season 
cultivars, to favour production. The tendency for 
better yields through mid-to late planting window 
planting is related to the high maximum 
temperatures experienced in El Niño years, mostly 
during January, relative to the other months. With 
early planting (as recommended), these 
temperatures are experienced during the more 
sensitive reproductive phenological stages whilst 
vegetative phases still dominate during this period if 
the planting occurred only during December. 
Therefore, the crop model shows that following the 
strategy to plant earlier would ultimately have led to 
lower yields.  
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Abstract 

Stratospheric circulation during winter and spring is mostly determined by wave activity forcing which propagates 
from the troposphere to the stratosphere.  Eddy-heat fluxes, which contributes to wave activity forcing are to some 
extent proxy for coupling the troposphere and the stratosphere. This process occurs as heat fluxes propagates from 
the upper troposphere up into the stratosphere and interact with the stratospheric mean flow. Using eddy diagnostic 
method, the study reveals that wave forcing is an important mechanism for defining the proper stratosphere and 
the dynamical coupling thereof. However, this mechanism seems to be absent in the South African Weather 
Service - SAWS-ECHAM4.5-MOM coupled model. The result shown by the model’s wave forcing suggests 
inconsistencies with regards to the Charney-Drazin wave propagation theory. This shortcoming also affects 
important stratospheric circulation and dynamics of the model during winter and spring.  
 
Keywords:  wave activity, eddy-heat flux, stratosphere, dynamical mechanism, 
 

INTRODUCTION 
      On shorter to inter-annual timescale, variations 
in the stratospheric circulation can influence the 
troposphere as well as surface climate (Baldwin and 
Dunkerton, 2001; Charlton et al, 2004). This 
influence occurs as stratospheric anomalies 
propagate down into the troposphere by means of a 
dynamical mechanism, but as to how this coupling 
really occurs still remains a research question 
(Wallace, 2000; Plumb and Semeniuk, 2003; Waugh 
and Polvani, 2010). Notwithstanding, suggestions as 
to under which dynamical mechanism does this 
downward influence occur have been raised by 
several studies (e.g. Polvani and Kushner, 2002; 
Song and Robinson, 2004; Perlwitz and Harnik, 
2004), with mainly wave propagation stated to be 
the main possible fundamental mechanism (Perlwitz 
and Harnik, 2004). However, not only is there a one-
way downward influence, but also a two-way 
interaction between the two atmospheres (i.e. from 
the troposphere to the stratosphere) is also possible. 
In fact, Perlwitz and Harnik (2004) stressed the 
troposphere to be the main source of this downward 
propagation as waves get generated first in the 
troposphere and then propagate up into the 
stratosphere where they perturb its circulation. 
These perturbed stratospheric anomalies also have a 
tendency of propagating slowly with time into the 
troposphere on time scales of a few weeks. Since 
wave driving in the upper troposphere maintains the 
stratospheric circulation and coupling thereof, the 
study here aims to try and quantify the current state 

of the stratospheric circulation of the model at 
SAWS using a simple wave driving diagnostic. 

DATA AND METHODS 
The National Center for Environmental Prediction/ 
Department of Energy (NCEP/DOE) Reanalysis II 
(Kanamitsu et al 2002) and SAWS-ECHAM4.5-
MOM coupled model datasets from 1982 to 2009 
are used. To estimate the propagation of wave 
activity into the stratosphere (Waugh et al, 1999; 
Polvani and Waugh, 2004), meridional eddy-heat 
flux statistics as well as climatolgies are calculated. 
Defined by the vertical component of (E-P) flux (Eq. 
(2.2)), the meridional eddy-heat fluxes (v'T') are 
derived from the components of both eddy 
temperature (T') and meridional wind (v'). Newman 
and Nash (2000) analysed the wave activity of the 
stratosphere by classifying it into its different wave 
types /numbers. However, the study showed that 
eddy-heat fluxes in the lower and upper stratosphere 
(at least 100hPa and above) during winter are 
dominated by large-scale waves such as Rossby-
planetary waves (i.e. waves of type 1 to 3) in the 
middle-latitude regions. Therefore, the analysis here 
focuses thus on eddy heat-fluxes of the larger 
planetary scale rather than the smaller scale ones 
during winter-spring season. The Eliassen-Palm (E-
P) flux divergence is also calculated (later in the 
study) in order to estimate the forcing on the zonal 
flow. To diagnose stratospheric wave driving, we 
use Eliassen-Palm (E-P) flux theorem (Edmon et al, 
1980; Andrews et al, 1983) which estimates the 
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divergence of a vector F in spherical (φ denotes 
latitude) co-ordinates such that : 

                  𝛁𝛁.𝐅𝐅 ≡   1
acosφ

𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕(𝐹𝐹(𝜕𝜕)cosφ) + 

𝜕𝜕𝐹𝐹(𝑝𝑝)

𝜕𝜕𝐶𝐶
         

(1)  

. Where,     𝑭𝑭 = �𝑭𝑭(𝒚𝒚),𝑭𝑭(𝒑𝒑)�                                                     
(2)  

                   𝐹𝐹(𝑦𝑦) = − 𝑣𝑣′𝑢𝑢′������                                                             
(2.1) 

                  𝐹𝐹
(𝑝𝑝) =  𝐷𝐷

𝐼𝐼′𝜃𝜃′�����

𝜃𝜃�𝑝𝑝���
                                                         

(2.2) 

The quantity F (Eq. (2)) comprises both the vertical 
eddy-heat flux (Eq. (2.2)) and the angular 
momentum. Over bars and primes denotes zonal 
mean and departure from the zonal means, 
respectively. Lastly, u and v are the zonal and 
meridional winds while f and θ are Coriolis 
parameter and potential temperature, respectively. 
The divergence of this E-P flux is used to estimate 
the forcing on stratospheric mean flow. 

RESULTS AND DISCUSSIONS 
The climatological structure of the middle 
stratospheric zonal wind as well as its wave driving 
in the southern hemisphere (SH) is presented (Fig. 
1). Here, observed stratospheric winds (Fig. 1a) and 
heat-fluxes in the lower stratosphere (Fig. 1b) are 
used as proxy for representing the relationship 
between stratospheric circulation and wave forcing, 
which is assumed to be under specialized dynamical 
mechanisms (Waugh and Polvani, 2010). This 
association is shown by the general structure of the 
stratospheric zonal wind as a function of months, 
together with its associated eddy-heat fluxes in the 
SH. The zonal wind structure (Fig. 1a) as depicted 
by the reanalysis data, agrees well with structures 
seen in other studies (e.g. Andrews et al, 1987; 
Randel and Newman, 1998 and Waugh and Polvani, 
2010).  
 
A somewhat stronger westerly flow in the high 
latitudes, with wind speed reaching as high as 80m/s 
can be clearly seen, which on average confirms the 
strength of the polar vortex during winter/spring 
months. Associated with this stratospheric flow, is 
its underlying wave activity (Fig. 1b). It can be seen 
that eddy-heat flux is generally stronger during mid-
late winter when the flow is strong and westerly. 
This result is in good agreement with the Charney-
Drazin theory of wave propagation which explains 
that larger scale waves can only propagate into a 
stronger westerly flow. (Charney and Drazin, 1961). 
The model also captures the general structure of 

stratospheric winds even though biased towards a 
weaker wind. This is confirmed by the negative 
difference in the zonal wind which also occurs 
during mid-winter months (Fig. 1c). However, the 
model’s underlying wave activity seems to be 
extremely weaker than observed as shown by the 
positive difference (Fig. 1d). 

 
FIG. 1: Monthly annual cycles of 10hPa zonal- mean 
zonal wind averaged over 27 year climatology period 
(1983-2009) as well as the corresponding Eddy-heat 
fluxes at 50hPa also averaged over the same period (a and 
b, respectively) for NCEP-Reanalysis. Differences 
between OAGCM-SA and NCEP-Reanalysis 
climatological zonal wind and eddy-heat fluxes (c and d 
respectively). Lastly, the climatology of the stratospheric 
polar vortex and heat-fluxes averaged over the middle-
latitudes (e and f, respectively). Contour intervals are 
10m/s and 5K.m/s for zonal wind and heat-fluxes, 
respectively. 

This type of wave activity cannot be expected to 
propagate up into the modelled stratospheric 
westerly flow in order to satisfy the Charney-Drazin 
relation. In fact such weaker waves are mostly seen 
during the summer as the stratospheric flow is 
easterly (Newman and Nash, 2000). To quantify this 
relationship further, the strength of the polar night 
jet confirms the propagation of wave activity into 
the stratosphere in the NCEP data. This is shown by 
the deceleration of the polar vortex (Fig 1e, blue 
line), which occurs a month (late November) after 
an enhanced wave activity takes place in October 
(Fig 1f, blue line). As expected, the relationship is 
not observed in the model as there seem to be 
little/no wave activity throughout the seasons (Fig. 
1e and f, red line).  
 
Furthermore, Fig. 2 shows the response of the 
stratospheric circulation under extreme wave 
activity conditions such as the so-called Sudden 
Stratospheric Warming (SSW). This warming event 
is one of the major extreme stratospheric events to 
ever occur in the SH and has been discussed 
extensively in the literature in order to quantify the 
dynamical connection between the troposphere and 
the stratosphere (e.g. Baldwin and Dunkerton, 2001; 
Polvani and Waugh, 2004) as a result of wave 
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activity during winter-spring season of the year 
2002. Here, the 120-days period before the final 
break-down of the polar vortex covers the winter-
spring season and also ensures that the SSW event is 
captured during that year of 2002. Observed heat-
fluxes confirm this anomalous wave activity, which 
is indicated by strong heat fluxes of values of about 
80Km/s (Fig. 2b, blue line). It can also be seen how 
heat-fluxes fluctuated from earlier days (i.e. from 
120th day) prior to the large anomalous wave 
activity event. 
 

 
FIG. 2: Daily values of 10hPa zonal-mean wind (at 60ºS) 
and the associated daily eddy-heat fluxes calculated 120 
days before the final warming/breaking of polar vortex for 
both (a). NCEP and (b). Coupled model. Contour intervals 
are 10K.m/s and 50K.m/s for climatology and year 2002, 
respectively. Daily climatologies are determined form 
1982-2009 period. 
 
The dramatic warming follows few days after this 
major wave activity, which is also accompanied by 
the sudden drop in polar vortex speed (Fig. 2d and f 
respectively, blue line). It is also important to note 
that this temporary reversal of polar winds coincides 
exactly with the time when the major warming 
occurs which is also a few days prior to the final 
break-down of the vortex. This demonstration is one 
indication that the coupling mechanism manifests 
even more under extreme wave activity events. On 
the contrary, the model seems not to capture any of 
these stratospheric extreme events (i.e. sudden 
warming and drop in winds, Fig. 2d and f, red line). 
This shortcoming is a result of the absence of strong 
wave activity which was seen in observations (Fig. 
2b, red line).  

CONCLUSIONS AND FUTURE WORK 
The results presented above suggests that wave 
activity could be an important mechanism for 
maintaining the proper stratospheric circulation as 
well as coupling the troposphere and the 
stratosphere. Using the vertical component of 
Eliassen-Palm flux, the study has shown that wave 
activity is absent in the SAWS-ECHAM4.5-MOM 
coupled model and therefore compromised the 

climatological representation of both the 
stratosphere and its dynamics during winter-spring 
seasons. This result also reveals that there exist no 
dynamical coupling in the upward direction. 
However, to confirm these arguments the study is 
currently looking at the divergence of E-P flux 
(using Eq. (1)) in order to examine the entire 
dynamic wave forcing on the mean flow in the 
model. And the result will be presented in the future.  
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Abstract 

This study seeks to assess the ability of the Conformal-Cubic Atmospheric Model (CCAM) in predicting 
meteorological parameters relevant to air quality studies. CCAM is evaluated against observations from a variety 
of sources at eight locations in the study area. The variables of interest include temperature, wind speed and 
rainfall. The CCAM simulations have been performed at a resolution of 8 km. The results show that the model 
realistically simulated the diurnal cycle in temperature and the onset of stronger winds at most of the locations. 
The model also realistically portray the seasonal cycle in rainfall over the Waterberg-Bojanala region, although 
rainfall amounts are overestimated. 

Keywords: Meteorological models, Air quality models, Rainfall, Temperature, Wind speed. 
 
Introduction 
The promulgation of the National Environmental 
Management: Air Quality Act (Act No. 39 of 2004) 
has increased the need for using air quality models 
in the air quality management in South Africa (DEA, 
2010). These models require several input data 
types, including meteorological fields. 
Meteorological conditions control the transport, 
transformation and deposition of air pollutants 
emitted into the atmosphere from a multitude of both 
natural and anthropogenic sources. 

 It is well-recognized in the atmospheric science 
community that meteorological data used as input to 
air quality models are insufficient in many areas of 
the world, in terms of both spatial and temporal 
resolutions (e.g. Segal et al., 1982; Segal et al., 
1982; Lyons et al., 1995). This is more so in 
developing countries such as South Africa. Both the 
number and spatial distribution of surface and upper 
air weather observing stations are also limited in 
South Africa. In addition, not all the required 
parameters (e.g. boundary layer height) are observed 
by the existing observation network. Furthermore, 
even at the few locations where balloon soundings 
are made, the boundary layer is often inadequately 
sampled because of the fast rate of ascent. Moreover, 
upper air data are only available twice daily, 
whereas air quality models require such data on an 
hourly basis or less. The above-mentioned problems, 

among others, present a number of problems for air 
quality modelling and air quality management.  

Prognostic meteorological models can provide the 
aforementioned data. Meteorological models have 
some advantages over the measurements. For 
instance, prognostic models have the ability to 
construct meteorological fields in areas where little 
or no observations exist. A number of such models 
have been developed across the world and their 
sophistication varies from one model to the other. In 
addition, their predictive skill varies from model to 
model and from one area to the other. Therefore, it 
is crucial to assess the ability of each model to 
predict the parameters of interest over the area(s) of 
interest before such a model can be used 
operationally. 

 The purpose of this paper is to assess the ability of 
one such model, CCAM (conformal-cubic 
atmospheric model), to reproduce three of the major 
(and relatively well-observed) meteorological input 
parameters to air quality models. Specifically, the 
current paper focuses on temperature, wind speed 
and rainfall. The significance of these parameters in 
the dispersion and fate of air pollutants is well-
documented in the literature (e.g. Fisher, 1983; van 
Jaarsveld and de Leeuw, 1993; Stevenson et al., 
1998). For instance, warmer temperatures can 
accelerate production and increase concentrations of 
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photochemical oxidants such as tropospheric ozone 
(see e.g. Lee et al., 2014). Wind speed determines 
how quickly air pollutants are transported away 
from their original sources. In addition, wind speed 
is the most important factor affecting emissions 
from sources such as wind-blown dust and sea spray 
(see e.g. Sullivan and Ajwa, 2011). Rainfall 
significantly contributes to the removal of air 
pollutants from the atmosphere (i.e. wet deposition) 
(e.g. Josipovic et al., 2011). 

The area of interest is the Waterberg-Bojanala Air 
Quality Priority Area (see Figure 1). This area is set 

for major coal-fired power generation and mining 
development. This has prompted the South African 
government to declare this region an air quality 
priority area in line with the above-mentioned 
regulation (DEA, 2012). This was done because air 
pollution levels are anticipated to increase in the 
near future. In order to accomplish the objective of 
this study, CCAM is verified against meteorological 
observations obtained from a variety of sources at 
eight locations within the study area as shown in 
Figure 1 below.  

 

Figure 1: Location of the Waterberg-Bojanala Air Quality Priority Area and weather stations from which the 
observations used in this study were obtained. Also shown are the elevations in meters above mean sea level 
within the study area. 

 

Experimental design of the CCAM 
simulations and observed data 
 
Observations 
Three different data sets are used for verification 
purposes.  The simulated rainfall is verified against 
the Climatic Research Unit (CRU; 0.5° x 0.5°; New 
et al., 1999) and the Famine Early Warning System 
daily precipitation estimates (FEWS; 0.1° x 0.1°; 
Love et al., 2004).  The station data (i.e. rainfall, 
temperature and wind speed) were obtained from 
eight of the South African Weather Service (SAWS) 
weather stations located within the study area. Due 
to limited data records at these measurement 
stations, only 12 years of simultaneous data records 
at all these stations were used for model verification 
purposes. 

 

The CCAM Simulations 
CCAM is a general circulation model (GCM) which 
may be used in a variable resolution mode to 
function as a regional climate model (RCM). That 
is, the model may be integrated with high horizontal 
resolution over the area of interest, with the 
resolution gradually decreasing as one moves away 
from the area of interest. Compared to the more 
traditional nested limited-area modelling approach 
(e.g. McGregor, 1997), variable-resolution 
modelling provides great flexibility for dynamic 
downscaling from any global model, essentially 
requiring only sea-surface temperatures and 
optionally, far-field winds from the host model 
(McGregor & Dix, 2001; Wang et al., 2004). It also 
avoids other problems that may occur with limited-
area models, such as reflections at lateral 
boundaries. For the CCAM regional climate 
simulations presented here, CCAM was integrated 
in stretched-grid mode over the study region, at a 
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resolution of about 8 km (0.08° degrees in latitude 
and longitude). The model domain was about 1300 
x 1300 km2 in size.  The model was forced at hourly 

intervals with ERA reanalysis data to obtain a 
downscaling for the period 1979-2015.    

 

Results and discussion 
 
Model simulations  
 
Monthly variation in rainfall 
 
The seasonal cycle in rainfall as observed and 
simulated at 8 different locations across the area of 
interest is displayed in Fig. 2. For each location, 
weather station (black line), CRU (green line), 
FEWS (blue line) and CCAM (red line) data is 
shown. Note that this analysis is valid only for the 
period 2003-2014, as determined by the availability 
of weather station data. It is clear that the area of 
interest is a pronounced summer rainfall region, with 
the model correctly portraying this cycle. Rainfall 
totals are overestimated by the model across all 
months of the year. For the five stations in the 
Limpopo Province, the CRU data exhibits more 

monthly rainfall totals than the FEWS and station 
data. Generally, there is a closer correspondence 
between the FEWS and point data than between the 
CRU and point data. It is interesting to note that for 
the southern stations (Irene, Johannesburg and 
Witbank), there are indications of a local rainfall 
maxima in May. This is not evident in longer term 
time-series at these locations (see e.g. Engelbrecht et 
al., 2009), and is probably the result of one or more 
cut-off low events occurring over these regions in 
May during the 2003-2014 period. There are also 
indications of this May rainfall peak in the CRU and 
FEWS data, but not in the model simulations. 

 

Figure 2: Monthly variation in rainfall at eight different locations over the study area for the period 2003-2014. 

 

Diurnal variation in DJF surface temperature 
Fig. 3 shows the diurnal variation in surface 
temperature for the middle austral summer season 
(i.e. December-January-February) at eight different 
stations over the study region. The surface 
temperatures at all the stations peak at 15:00. The 
surface temperatures show a very similar temporal 
pattern across all the stations. Lowest surface 
temperatures occur in the early hours of the 
morning, while the highest temperatures occur in the 

afternoon after sunrise. The temperatures start 
increasing at 06:00 at all the stations. This increase 
continues until it peaks at 15:00, after which a 
gradual decrease occurs until the minimum in the 
early morning.  The diurnal cycle in temperature is 
very realistically simulated by CCAM, both in terms 
of amplitude and timing. At some stations the model 
slightly overestimates temperatures, but not to the 
extent in amplitude or space that this overestimation 
can explain the wet bias (that is, the model is not 
simulating too intense convection in response to an 
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overestimation of surface temperatures). At a 
number of stations, the minimum temperature is 
simulated to occur an hour earlier than observed, 
implying that day-time warming sets in earlier than 

observed. This bias may well contribute to the 
model’s convective rainfall peak occurring earlier in 
the afternoon than is observed.  

 

Figure 3: Diurnal cycle in DJF temperature at eight different locations over the study area for the period 2003-
2014. 

Monthly variation in  wind speed 
Fig. 4 presents the monthly variation in wind speed 
at the eight different locations over the region of 
interest in this study. It can be seen that the wind 
speed peaks in October at most of the locations 

considered here. The model generally correctly 
simulates both the month-to-month variation in wind 
speed as well as the occurrence of peaks in October.  

 

Figure 4: Monthly variation in wind speed at eight different locations over the study area for the period 2003-
2014. 
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Conclusions 
The ability of the CCAM variable-resolution 
atmospheric general circulation model to simulate 
meteorological variables that are relevant to air 
quality studies has been assessed in this study. The  
verification of the model simulations of the seasonal 
rainfall cycle against month-to-month variation in 
rainfall at the eight weather stations provide 
confidence in the ability of the model to simulate the 
seasonal cycle in rainfall over northeastern South 
Africa.  At some stations, the model slightly 
overestimates temperatures. Generally, CCAM 

overestimates rainfall totals. This study presents 
promising results for regional-scale atmospheric 
research studies over the Waterberg-Bojanala Air 
Quality Priority Area, which, like many other areas 
in developing countries, has limited meteorological 
stations observing variables of interest to different 
research areas, including air quality. 
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Abstract 

Regional climate models (RCMs) provide finer-scale simulations than those of Global climate models (GCMs), 
whilst being forced by the output of the host GCMs. In this study, we examine the influence of various strengths 
of spectral nudging on the simulation rainfall patterns in Southern Africa.  We use the Conformal-Cubic 
Atmospheric Model (CCAM) as RCM to downscale ERA-interim reanalysis data to a resolution of 50 km in the 
horizontal over the globe. A scale-selective filter (spectral nudging technique) is used for nudging the CCAM 
simulations. The filter is applied at length scales of 9000 km, and 4500 km. The model simulations of rainfall are 
compared against CRUTS3.2. Both the experiments realistically simulate the present day rainfall patterns.  

Keywords: Regional climate models, Rainfall, Spectral nudging 

 

Introduction 

Regional Climate Models (RCMs) are used to obtain 
detailed simulations of present-day or future climate 
by dynamically downscaling large-scale 
atmospheric circulation from Global Climate 
Models (GCMs), or reanalysis data. RCMs are 
expected to provide finer scales that are absent in the 
course resolution driving field, but with the 
condition of maintaining the large scale circulation 
of the driving field over the high-resolution domain 
(Jones et al 1995). Traditionally the way to 
downscale reanalyses datasets or GCM outputs has 
been through the application of limited-area models 
(LAMs), with forcing of the host simulation applied 
at the lateral boundaries of the LAM (Davies 1976). 
Such methods make use of relaxing the model 
variables to the driving fields in a buffer zone several 
points wide along the borders of the high-resolution 
domain, effectively damping numerical noise and 
physical inconsistencies that accumulate in the 
vicinity of the lateral boundaries.LAMs forced by 
host models/reanalysis following this procedure are 
sometimes referred to as nested RCMS. However, 
numerous studies have demonstrated that lateral 
boundary conditions as described above are 
associated with a number of problems. These 
include the spurious reflection of atmospheric waves 
leaving/entering the high-resolution domain of the 
LAM, and the occurrence of spurious precipitation 
in the viscinity of the lateral boundaries. These 
problems are sufficiently large to cause spurious 
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small-scale variability in 8the LAM simulation 
thereby limiting the downscaling applicability of the 
nesting technique.  For example, Miguez Macho et 
al (2004) investigated the ability of an RCM to 
simulate precipitation and established that the 
simulations were distorted by misrepresentations of 
the large scale atmospheric circulation produced by 
the interaction of RCM simulations with the 
imposed lateral boundary conditions of the nested 
domain. Consequently, the spatial distribution of 
precipitation generated by their RCM varied 
unrealistically across the domain. There are several 
studies of the view that large scale atmospheric 
fields are not realistically communicated to the 
downscaling RCM. To maintain coherence of the 
large scale between the host GCM and the LAM, 
another method known as grid point nudging was 
developed. It relies on nudging each and every grid 
cell for example, Castro et al (2005) established that 
nudging the entire domain interior helps in retaining 
the value of the atmospheric large scales, which 
happens to lose variability during the specific period 
they studied. 

Another nudging technique that has gained interest 
is spectral nudging (Von Storch et al, 2000). In this 
technique a nudging term is introduced in both the 
meridional and zonal direction and a selective 
filtering is done to select only the waves under the 
selected wave number. Through the process of 
selective filtering, Miguez-Macho (2005) has 
outlined that by keeping long scale waves in the 

  Tel :0128414258 
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nudging term large scale precipitation bias is 
eliminated, hence while the small scale features are 
maintained.  In order to maintain the balance 
between the large scale forcing from the GCM and 
the change brought by smaller scale features 
introduced by the RCM appropriate wave numbers 
need to be selected appropriately through the use of 
sensitivity tests (Liu et al, 2012).  For the southern 
African region, it is important to specify the nudging 
appropriately for the key synoptic-scale forcings to 
be communicated appropriately over the high-
resolution region. However, simulateneously, the 
RCM should be left with sufficient degrees of 
freedom to simulate deep convection and internal 
model-domain dynamics. It is the aim of this study 
to determine the appropriate filter which improves 
the model’s ability to simulate rainfall patterns over 
Southern Africa.  

Methodology 

The model  

The Conformal Cubic Atmospheric Model (CCAM) 
is a variable-resolution global atmospheric model, 
developed by the Commonwealth Scientific and 
Industrial Research Organization (CSIRO) 
(McGregor, 1996, 2005; McGregor and Dix, 2001). 
It employs a semi-implicit semi-Lagrangian method 
to solve the hydrostatic primitive equations. The 
model includes a fairly comprehensive set of 
physical parameterizations. The GFDL 
parameterizations for long-wave and short-wave 
radiation are employed, with interactive cloud 
distributions determined by the liquid and ice-water 
scheme of Rotstayn (1997). A stability-dependent 
boundary layer scheme based on Monin Obukhov 
similarity theory is employed (McGregor, 2005). A 
canopy scheme is included, and it has six layers for 
soil temperatures, six layers for soil moisture 
(solving Richard's equation) and three layers of 
snow. The cumulus convection scheme uses a mass-
flux closure, as which includes downdrafts, 
entrainment and detrainment.  

Experiment design 

We use the Conformal-Cubic Atmospheric Model 
(CCAM) as RCM to downscale ERA-interim 
reanalysis data at a resolution of 50 km in the 
horizontal over the globe. The simulations are 
performed for the period 1979-2012. A scale-
selective filter (spectral nudging technique) is used 
for nudging the CCAM simulations (Thatcher and 
McGregor, 2009, 2010). The filter is applied at 
length scales of 9000 km, 4500 km. The filter is 
applied at six-hourly intervals and from 900 hPa 
upwards. Use of this spectral-nudging technique 
ensures that observed synoptic-scale circulation 

patterns a represented with increasing realism as the 
length-scale at which the filter is applied decreases. 
The model simulations of rainfall are compared 
against CRUTS3.2 observed data set. 

Results and discussions  

The seasonal Raifall patterns and monthly rainfall of 
selected areas over southern Africa are depicted on 
figures 1 and 2. The simulated CCAM_ERA-interim 
downscaling realistically represents the movement 
of the Intertropical Convergence zone. Both the 
experiments captures the south ward shift of the 
ITCZ during the DJF season and its northward shift 
during JJA season. Many regional features such as 
the west-east moisture gradient (rainfall gradient) 
across South Africa and the dry slot over the 
Limpopo basin are also well captured by the model. 
The decrease in the selective  

 

Figure 1: monthly rainfall (mm/day) in Pretoria and 
Cape Town as simulated by CCAM (yellow-9000 
km, green -4500 km) and black line indicating CRU 
data. 

Length scale of spatial filtering somewhat improves 
the model performance. The downscalings simulate 
the amplitude of montly rainfall totals well over the 
interior, but over coastal areas such as Cape Town 
the amplitude of the monthly totals are 
underestimated. Both the experiments indicate a 
pronounced rainfall during the DJF season of the 
mountainous eastern escarpment of South Africa 
and Lesotho. It should also be noted that CRU data 
may not realistically represent the present-day 
climate in areas with less monitoring stations. The 
rainfall spring onset period is well captured in 
Pretoria as well as the winter rainfall onset period in 
Cape Town. The Taylor diagram in figure 3 
indicates how closely the two simulations represent 
the present-day rainfall pattern across southern 
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Africa. The 4500 km length-scale spatial filtering 
(indicated by the black symbols) generally exhibits 
higher pattern correlations than in the case of the 
9000 km length-scale spatial filtering. The standard 

deviations of both the simulations for all seasons and 
annually are larger than 1 (mostly below 1.5) 
indicating that there is great variabiality in space in 
the simulated compared to the observed climates. 

 

 

Figure 2: seasonal rainfall (mm/day) over Southern Africa as simulated by CCAM ERA-Interim downscaling 
(900km and 4500 spatial filtering length scale) compared against CRUTS 3.2 rainfall data. 
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Figure 3 Taylor diagram depicting pattern correlation, normalized standard deviation and normalized root mean 
square error of the two CCAM-ERA downscalings and observations (cross on the x-axis) for southern Africa. The 
4500 km length-scale spatial filtering is indicated by the orange symbols and the 9000 km length-scale spatial 
filtering is indicated by the black symbols. 

 

Conclusions 

Most of the southern Africa regional rainfall features are well captured by the model. A reduction in spatial 
filtering length scale somewhat improves model performance and further experiments need to be conducted for 
even shorter length scales of the forcing, in order  determine the most optimum spatial filtering length scale.
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Abstract 
 
The study detects and determines wind speed trends and their drivers between 1980 and 2015 at 10-m and 850 hPa. Trends 
are detected in the CFSR, MERRA and ERA-Interim data using Theil-Sen and Mann-Kendall methods. Circulation types 
and their occurrence frequencies are determined using self organising maps. Negative trends dominate in space and 
magnitude and average -0.19 and -0.36 m s-1/ decade at 10-m and 850 hPa respectively. The trends are moderately linearly 
associated with the Antarctic and southern oscillation indices and linked to reduced subsidence at 500 hPa and a poleward 
migration of the subtropical south Atlantic anticyclone. 
 
Keywords:  Subtropical Anticyclone, Southern Annular Mode, Intertropical Convergence Zone, Wind speed trends, 
Angolan low 
 
Introduction 
 
A host of industries require a thorough understanding of 
wind speed characteristics over different short and long-
term time periods. These include marine, aviation, 
renewable electrical energy, climate and weather 
research, prediction and/ or forecasting institutes and 
industries. Studies on long-term wind speed trends and 
variability are few, relative to those of rainfall and 
temperature, and confined mainly within data rich 
northern hemisphere regions including Australia. In a 
review by Vautard et al. (2010), a large majority of these 
local, country, and regional studies show a downward 
trend, termed a global stilling, in historical wind speeds.  
 
Over southern Africa wind speed trends are only 
discussed briefly for completeness in studies whose 
focus are other climate variables (Vizy & Cook, 2015). 
This study fills this gap by providing an analysis of near 
surface wind speed trends in austral summer (December 
to January: DJF) over southern Africa and the 
surrounding Atlantic and Indian oceans (10-40oS, 
10oW-50oE) using the most advanced, 3rd generation, 
reanalyses. Much of the subcontinent is a summer 
rainfall area and its west and south coasts experience the 
strongest winds in the summer and hence the omission 
of the other seasons in the study. The analysis extends 
from the subcontinent over the two oceans because of 
their importance to land circulation primarily effected 
through the tropical high pressure and the midlatitude 
low pressure belts (Jury & Nkosi, 2000; Reason et al., 
2006). The Climate Forecast System Reanalyses 
versions 1 and 2 (CFSR), the Modern Era Retrospective-
Analysis for Research and* Applications version 2 
(MERRA2), and the ERA-Interim, are used due to the 
scarcity of temporal and spatially homogeneous 
observational data. Three reanalyses, instead of one, are 
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used to evaluate confidence in the absence of 
observations for verification. 
 
Summer circulation over the domain is driven by 
pressure gradients, subtropical anticyclones, midlatitude 
and continental (Angolan and Kalahari) cyclones, and to 
a much less extend topographical features.  The 
anticyclones sit above the south east Atlantic and south 
west Indian oceans and at times ridge over the 
subcontinent. Flow is mainly south easterly and easterly 
over the subcontinent, diverges from the anticyclones, 
and converges over the Intertropical Convergence Zone 
(ITCZ) and Congo Air Boundary (CAB). In the 
midlatitudes, cyclones induce a predominant westerly 
flow. Tyson and Preston-Whyte (2000) have provided 
detailed descriptions and discussions of these features 
and their interactions.  Large scale circulation regimes, 
the Southern Annular Mode (SAM) and the El Niño 
Southern Oscillation (ENSO) have also been associated 
with fluctuations and variability in flow characteristics 
over southern Africa (Philander, 1983). Trends in wind 
speeds are a response to sustained changes in these 
physical mechanisms. 
 
Methods 
 
Trends in wind speeds and some of its drivers, 
geopotential height and surface skin temperature, are 
determined using the Theil-Sen slope estimator (Theil, 
1950; Sen, 1968) and their statistical significance with 
the Mann-Kendall method (Mann, 1945; Kendall, 
1975). These are robust non-parametric methods that are 
insensitive to outliers. The classification and inter-
annual changes of the summer weather types are 
determined using self organising maps (Hewitson & 
Crane, 2002). The linear association of the SAM and the 
ENSO are determined by regressing the Marshall (2003) 
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Southern Annular Mode Index (SAMI) and Southern 
Oscillation Index (SOI) to the wind speeds time series 
over the study domain. 
 
Results and Discussion 
 
Figs. 1(a)-(c) show wind speed trends at 850 hPa 
significant at 95% confidence level. Negative trends at 
dominate and average 1.62, 1.35, and 0.98 m s-1 over the 

study period for the CFSR, MERRA2, and ERA-Interim 
respectively. At 10-m (results not shown), the negative 
trends average 0.76, 0.66, and 0.68 m s-1. Figs. 1(d)-(f) 
show time series reanalyses for grid cells area averaged 
within 2.5ox2.5o centred around the letters A, B, C, D, 
and E in Fig. 1(a). The time series show that the trends 
are not superficial step changes as a result of, for 
example, changes in the reanalyses assimilation systems 
and/ or errors in observations. 

 
 

 
Figure 12: Wind speed trends, significant at 95% confidence level, at 850 hPa (a)-(c) and time series (d)-(g) for grid cells 
marked with letters A, B, C, D, and E in (a) for the CFSR, MERRA2 and ERA-Interim respectively. 

 
At 10-m (results not shown), wind speeds trends show 
little agreement between the reanalyses and with their 
counterparts at 850 hPa. Topographic features are 
represented uniformly between the reanalyses (results 
not shown) and therefore cannot be ascribed to the 
inconsistencies across reanalyses. The differences are 
associated in part to different computation methods for 
10-m and 850 hPa winds. The former are derived using 
parameterised land surface schemes and the latter 
through solutions to classical equations (Decker et al., 
2012). Trends may also be lower, at 10-m and over land, 
due to higher frictional drag relative to 850 hPa and over 
the ocean. The inconsistencies in the trends within and 

across reanalyses highlight qualitatively the level of 
uncertainty in the results. 
 
To establish the relationship between near surface wind 
speed trends in Fig. 1 and upper level winds, 500 hPa 
wind speed trends are shown in Figs. 2(a)-(c). Reduction 
in flow north of 20oS and south of 25oS in south easterly 
and westerly winds over the Atlantic at 850 hPa is linked 
to reduced subsidence from 500 hPa towards the 
surface. The absence of trends at 500 hPa along the west 
coast, and its adjacent interior, suggest that the trends 
observed over this area are induced from surface 
conditions such as changes in surface skin temperature. 
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Figure 13: Wind speed trends, significant at 95% confidence level, at 500 hPa for the CFSR (a), MERRA2 (b), and ERA-
Interim (c). 

 
Trends in 850 hPa geopotential height Figs. 3(a)-(c) are 
consistent with wind speeds trends in Figs. 1(a)-(c). 
They show a southward migration of the south Atlantic 
high pressure system (SAH) and the weakening of 
continental lows. The SAH shift is likely induced by a 
poleward shift in the descending limb of the Hadley cell. 
The weakening of the continental lows is likely due to 
increased subsidence over the area in response to a 
stronger Hadley circulation. The trends in the intensity 

of the pressure systems have induced a reduction in the 
land-ocean pressure gradient and a corresponding 
reduction in flow straddling the west coast and around 
the SAH. A SOMs classification of the daily 850 hPa 
geopotential height fields (not shown) also indicates a 
progressive increase in the frequency of occurrence of 
fields with low land-ocean pressure gradients that are 
associated with low wind speeds.  

 
Figure 14: Trends, significant at 95% confidence level, in 850 hPa geopotential height (a)-(c) and surface skin 
temperature (d)-(e) for the CFSR, MERRA2 and ERA-Interim respectively. 

 
Along the west coast, over the Benguella upwelling 
system, the negative trends in wind speeds at 850 hPa 
are also a response to increases in surface skin 
temperatures over the area (Figs. 3(d)-(f)). The 
temperature trends are strongest over the Angola 
Benguella Frontal Zone (ABFZ) and are associated with 
the shift in the SAH and an ocean wind curl weakened 
ocean front. 
 
The moderate correlations of the SAM (Figs. 4 (a)-(c)) 
and ENSO (Figs. 4 (d)-(f)) with 850 hPa wind speeds 

have spatial distributions largely consistent with wind 
speed trends at 850 hPa (Fig. 1), indicating that the 
trends are partly driven by the SAM and ENSO. The 
tendency of the SAM towards its positive polarity, also 
associated with the expansion of the Hadley, is linked to 
weak westerly winds consistent with findings in this 
study. The positive polarity of the SAM indicates 
stratospheric cooling which is induced by ozone 
depletion and is associated with a poleward migration of 
the eddy-driven jet (Mathole et al., 2014). 
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Figure 15: Correlations of the SAM (a)-(c) to the ENSO (d)-(f) to wind speeds at 850 hPa winds for the CFSR, MERRA2, 
and ERA-Interim respectively. 

 
Conclusions 
 
Results show an overall decrease in wind speeds mainly 
over the south east Atlantic and the west coast adjacent 
interior. These findings are largely consistent across the 
reanalyses, especially between the CFSR and MERRA2. 
However, the results should be interpreted with caution 
considering the reanalyses caveats and that the results 
have not been verified against observations.   
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ABSTRACT 
Southwest Indian Ocean (SWIO) Islands States are vulnerable to environmental hazards, caused by pressure on the environment to 
satisfy the socio-economic needs of growing human population. The forests of these tropical islands are rich in biodiversity and 
they are large carbon sinks. Rapid population growth in these islands is identified as one of the main factors responsible for 
deforestation, which in turn is the main source of carbon dioxide (CO2) emissions. This study is born from the Agence Universitaire 
de la Francophonie (AUF) programme called observation des Risques naturels en Milieux Insulaires (RAMI). In this study we 
contrast the CO2 3-dimensional atmospheric loading between the wet austral summer and dry spring seasons, and compare the 
relative CO2 loading over the Comoros, Madagascar, Reunion and Mauritius islands. We found there is a general shift to higher 
concentrations from summer to spring season and the CO2 concentration is highest at the southern part of Madagascar in both 
seasons. This study also illustrates the influence of source strength and meteorology. 
 
Keywords: Tropical forest deforestation, carbon dioxide 
 
Introduction 
The Southwest Indian Ocean (SWIO) islands states are 
vulnerable to natural hazards, these environmental threats are 
intensified by the changing climate caused by pressure on the 
environment to satisfy the socio-economic needs of growing 
human population (AUF, 2015). One of the important natural 
terrestrial ecosystems that are affected by this anthropogenic 
pressure in this region is its tropical forests. The human 
pressure on the tropical forests leads to their removal and 
degradation. Tropical forests provide various ecosystem 
services and social benefits (Vieilledent et al., 2013). Tropical 
forests of SWIO islands states provide natural habitat to diverse 
fauna and flora and they are regarded as global biodiversity 
hotspots (Hansen et al., 2013; Vieilledent et al., 2013). 
 
Forests cover approximately 28% of global land surface and 
contain 77% of all terrestrial above ground carbon (Goodman 
and Herold, 2014; Baccini et al., 2012). They play a crucial role 
in the global carbon cycle by exchanging trace gases between 
the atmosphere and biosphere and they are large carbon sinks. 
They sequester about a third of the total anthropogenic 
emissions (Rodda et al., 2016; Vieilledent et al., 2013; Pan et 

al., 2011). Tropical forests are the biggest with the largest 
carbon density and they are most diverse forests on Earth. 
Intact tropical forests store more carbon per unit area than 
forests in temperate or boreal zones (Goodman and Herold, 
2014). Forest clearing particularly in the tropics is a key source 
of carbon dioxide (CO2) to the atmosphere (Baccini et al., 
2012). 
 
As tropical forest deforestation and degradation is an important 
source of atmospheric CO2 over the SWIO islands, however 
there are other contributing emitters of this greenhouse gas with 
varied relative strength in each island. Reunion and Mauritius 
islands are net sources of CO2, whose emission is dominated 
by the energy sector. While Madagascar and Comoros islands 
are net sinks of CO2, in these islands CO2 emissions are 
dominated by land use and land change sector (Praene et al., 
2016; Praene et al., 2011; Ministry of Environments and 
Forests (MEF), 2010; Ministry of Environment and Sustainable 
Development (MESD), 2010). In this study we are comparing 
the CO2 3-dimensional atmospheric loading between the wet 
austral summer and dry spring seasons, and compare the 
relative CO2 loading over the Comoros, Madagascar, Reunion 
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and Mauritius islands. This study is part of the Agence 
Universitaire de la Francophonie (AUF) programme called  
observation des Risques naturels en Milieux Insulaires (RAMI). 
 
Instrumentation and Method  
The data used in this study were collected from the 
Tropospheric Emission Spectrometer (TES) instrument on-
board the Aura satellite. TES is an infrared, high resolution 
Fourier transform spectrometer (FTS) and it operates in both 
nadir (downward view) and limb (side view) modes to measure 
atmospheric profiles. It covers the spectral range 650–3050 cm 
(3.3–15.4 μm) at a spectral resolution of 0.1 cm (nadir viewing) 
or 0.025 cm (limb viewing) (Beer, 2006). 
 
We analysed TES nadir view data over the SWIO region 
bounded by (42.04°- 60.13°) E longitude and (9.04°-26.93°) S 
latitude. Five areas of interest over the SWIO region were 
chosen to characterize the austral summer and spring season 
vertical distribution of CO2. Table 1 shows these areas and their 
demarcations. Averaged CO2 vertical profiles over the areas of 
interest (Table 1) were constructed by averaging atmospheric 
CO2 horizontally at different altitudes up to 18 km altitude 
during the summer (DJF) 2004-2009 and spring (SON) 2005-
2009 seasons. Geographic Information System (GIS) was used 
to plot all five year surface seasonal spatial distribution maps. 
The CO2 data was collected from a column representing the 
boundary layer with the top at 700 hPa (approximately 3400 m) 
the level of the first semi-permanent stable layer (Garstang et 
al., 1996). The CO2 column data was averaged vertically from 
the surface to 700 hPa first and the averaged data at different 
locations was mapped and the spatial data gaps were filled by 
interpolation. We used the inverse distance weighted (IDW) 
tool with its default setting for interpolation. 
 
Table 1: SWIO study areas spatial demarcations 

Area Latitude (°S) Longitude 
(°E) 

Comoros (C) 10.90-13.02 42.81-46.21 
North Madagascar (NM) 11.75-17.96 48.88-49.75 
Central Madagascar 
(CM) 

15.55-20.12 44.12-51.36 

South Madagascar (SM) 21.27-25.46 43.51-48.56 
Reunion-Mauritius (RM) 19.82-

21.914 
54.39-58.40 

 
Results and Discussion 
Figures 1(a) and 1(b) show the vertical distribution of CO2 in 
austral summer, and spring seasons, over selected study areas 
over SWIO islands. Between the two seasons there is a clear 
shift to higher surface concentrations from summer to spring. 

This is due to that the peak fire occurrence season in SWIO 
islands is in spring (van der Werf et al., 2003). There is no 
particular order in the relative CO2 surface loading among the 
study areas in the two seasons, except for SM which has the 
highest concentrations in both seasons (Figure 1). In both 
seasons there is a clear influence of the semi-permanent stable 
layers at about 3400m (700 hPa) and 5500 m (500 hPa) on the 
vertical tropospheric loading of CO2 over the SWIO islands 
(Figure 1). These stable layers separate the tropospheric CO2 
into three bands of layers of different loading, the one between 
the surface and 700 hPa stable layer, the one between the 700 
hPa and 500 hPa stable layers and the layer above 500 hpa. 
 

 

 

Figure1. Seasonal CO2 vertical profiles over selected areas over 
SWIO islands: Figures 1(a) to (b) are profiles during the 
summer and spring seasons respectively. 
 
Trajectory analysis (not included in this article) in both seasons, 
indicate the transport of air from South America and southern 
Africa over SWIO at the free troposphere level, explaining the 
increase of CO2 with altitude above 5500 m altitude. Figures 
2(a) and 2(b) show the surface spatial distribution of CO2 over 
the SWIO islands in austral summer and spring respectively. 
Mauritius and Reunion islands show a weak gradient of the 
spatial concentration distribution, with the concentrations 
decreasing from the northwest to southwest parts of the islands. 
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There is no clear difference in the spatial distribution of CO2 
concentration in Comoros islands. In Madagascar there is a 
clear spatial concentration variation over the island. There are 
several CO2 hotspots over the island, with the southern part 
(SM) having the most and then followed by the central part 
(CM). These hotspots coincide with the locations of gemstones 

and gold mines reported by Cook and Healy, (2012). The 
spatial extent of high CO2 levels in spring is wider than in 
summer, this should be due to the contribution of biomass 
burning which is at its peak in this season (van der Werf et al., 
2003). 

 

 

 
Figure 1. Seasonal CO2 surface spatial distribution over the SWIO islands: Figures 2(a) and 2(b) are spatial distributions during the 
austral summer and spring seasons respectively. 
 
Conclusions 
The results show that the semi-permanent stable layers at 
about 3400 m (700 hPa) and 5500 m (500 hPa) play important 
roles in the vertical tropospheric loading of CO2 over the 
SWIO region. The stable layers at 700 hPa and 500 hPa 
separate the troposphere into three bands of CO2 layers of 
different loading. They exert control on the vertical motion 
of air by inhibiting mixing of air parcels between them. The 
free troposphere long range air transport from South America 
and southern Africa is responsible for the increase of CO2 
with altitude above 5500 m altitude over the SWIO region.   
 
There is a clear shift to higher surface concentrations from 
summer to spring. This is due to the peak fire occurrence 
season in the SWIO islands in spring. There is no particular 
order in the relative CO2 surface loading among the study 
areas in the two seasons, except for SM which has the highest 
concentrations in both seasons. 
 
The surface CO2 foot print in Madagascar resembles the 
spatial distribution of reported mining activities, especially 
during the summer season when the background CO2 surface 
loading is relatively low. During the summer season the 
impact of industrial CO2 emissions stands out, as there are 
several occurrences of localised high surface CO2 

concentration places surrounded by large areas of low 
background concentrations. In the spring season the surface 
CO2 foot prints are spatially expanded as a result of 
contributions of emissions from biomass and domestic fuel-
wood combustion.  The wide CO2 signatures are prevalent in 
the south and the west part of Madagascar particularly in the 
spring season, as a result of the burning of dry forests that are 
growing in limestone grounds.  
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Abstract  

The anthropogenic heat fluxes (AHF) from buildings, transport and people are an essential component of the urban 
climate within cities. Presently limited information on the AHF in South African cities exists. This study quantifies 
the AHF in South African cities using the LUCY (Large scale Urban Consumption of energy) model. This initial 
work provides an important baseline to support developing an improved characterisation of urban heat islands under 
a changing climate in South African cities.  

Key words: Urban Climate; Cities; Urban Heat Island; Climate Change  
 
1. Introduction  
The anthropogenic heat flux (AHF) modifies local 
atmospheric circulation and surface temperature 
within cities (Chen et al. 2016).  Quantifying the 
AHF can contribute to a better understanding of the 
links between urban environments and the local 
climate in cities through improvements in the 
parameterisation of the surface energy balance within 
urban canopy models (UCMs) (Loridan and 
Grimmond, 2012) that are used to simulate the urban 
heat island effect within cities. Using the information 
derived from UCM simulations to inform cityscale 
climate change policy is key to identifying mitigation 
measures that have synergies for simultaneously 
improving a city’s resilience to climate change 
impacts, whilst improving air quality. There is to 
date, limited information on the AHF in South Africa. 
In this paper, the LUCY (Large scale Urban 
Consumption of energY), a global to neighbourhood 
scale AHF model, is used to estimate the AHF in 
South African cities. The main objectives of the study 
include the identification of the main area emission 
sources of the AHF distinguished by settlement type 
and the analysis of the mean AHF in the three most 
populated cities in South Africa. The case studies are 
used to highlight the need to quantify the AHF in 
South African cities which is becoming more 
pronounced due to greater development and 
urbanisation.   

2. Instrumentation and Method  

2.1. Background  
The LUCY model takes into account waste heat 
emissions from human metabolism, vehicles and 
buildings (Eq. 1). When the model calculates the AHF 
across a geographic area, the spatial resolution of the 
outputs is 2.5 × 2.5 arc-minutes.   

The AHF (QF) is calculated:  

𝑄𝑄𝐹𝐹 = 𝑄𝑄𝐼𝐼 +𝑄𝑄𝐼𝐼 +𝑄𝑄𝑏𝑏            (1)  

Where (Qm) is the waste heat emissions from human 
metabolism, (Qv) is the waste heat emissions from 
traffic and (Qb) is the waste heat emissions from 
buildings. Further information about the data used in 
the LUCY and the assumptions made in the 
calculations can be found in Allen et al. 2011.   

 2.2. Applying the LUCY model to South 
Africa  

2.2.1. Parameterising the LUCY model  
LUCY was parameterised for South Africa by using 
country level temperature, population, transport and 
primary energy consumption data for 2011 (Table 1).   

Population density data was obtained from the Centre 
for International Earth Science Information Network 
(CIESIN) for the year 2010 and 2015. Population 
density for 2011 was interpolated using the 2010 and 
2015 data in ArcGIS 10.3 using the raster calculator 
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tool. Primary energy consumption data were acquired 
from the Department of Energy (DoE).   
  
Vehicle population data were sourced from the 
Electronic National Administration Traffic 
Information System (e-NATIS) database for the year 
2011 and mid-year population data from Statistics 
South Africa (Stats SA) was used to calculate vehicle 
density. The vehicle fraction of 0.8 was calculated by 
dividing the modelled vehicle population from Merven 
et al. (2012) with the live vehicle population statistics 
from eNATIS. The modelled vehicle population was 
assumed to be representative of the actual vehicle 
population due to the inclusion of scrapping factors 
and vehicle deterioration rates. Merven et al. (2012) 
determined that the average speed for a private motor 
vehicle in South Africa was 34 km/h for urban areas. 
However LUCY only provides pre-selected options 
for average vehicle speed. An average vehicle speed of 
32 km/h was assumed to calculate the AHF across 
South Africa.   

 Table 1: Data sources used in this study  
Heat Source  Input  Source  Spatial 

Unit  
Metabolic 

Heat  Population Density  CIESIN  Global 2.5 
arcminute 
grid  

Vehicle heat  Live vehicles 
population  e-NATIS  South 

Africa  
 Population  Stats SA  South 

Africa  

 Average Vehicle 
Speed  Merven et al. (2012)  South 

Africa  
  

 Vehicle population 
modelled  Merven et al. (2012)  South 

Africa  
Building heat  Primary energy 

consumption  DoE  South 
Africa  

 Temperature data  Wilmot and Matsuura 
(2016)  Global 0.5° 

×  
0.5° grid  

  

2.2.2. Running the LUCY model  

LUCY is best suited to provide a rough estimate of the 
AHF at a global to regional scale (Yang et al. 2013). 
Model runs for the whole year in 2011 were completed 
and it was found that the day to day variations in the 
AHF were comparable to the annual mean AHF. 
Examples are provided for Johannesburg, eThekwini 
and Cape Town in the results and discussion section.  
However it was found that LUCY could not readily 
produce spatial maps of the mean AHF over many 
days, weeks, months or years. Spatial analysis of the 
mean AHF in South African cities was an important 
component of this study in order to identify ‘hot-spots’ 
of AHF in the country. Previous studies including 
Allen et al. (2011) and Lindberg and Grimmond 

(2013) have run the LUCY model for selected days 
during the year. A similar approach was taken in this 
study. LUCY was run for two selected days in 2011 
with spatial surfaces of the mean AHF produced at a 
spatial resolution of 2.5 x 2.5 arc minutes as an initial 
run of the model to provide a first estimate of AHF.    

The mean AHF for two days, namely the 17 January 
2011 and the 15 August 2011 are presented with 
August representing normal mean monthly 
temperatures across South Africa for 2011 and January 
representing warmer mean monthly temperatures 
across South Africa for 2011. Mean monthly 
temperature data was provided by Willmot and 
Matsuura (2016). The mean monthly temperature for 
South Africa in August was 17°C and the mean 
monthly temperature in January was 22°C. LUCY 
assigns the mean monthly temperature for each day in 
the month when monthly mean temperature is used 
instead of mean daily temperature. As such the mean 
daily temperature data used in the calculations of the 
AHF by LUCY are equal to the mean monthly 
temperature  

Comparative analysis was used to select the case study 
cities based on population, total surface area and total 
primary energy consumption which are the three 
primary drivers of the AHF (Sailor, 2011). As such the 
cities of Johannesburg, Cape Town and eThekwini 
were selected as case studies. Spatial analysis in ARC 
GIS was done using the zonal statistics tool to 
determine the spatial mean AHF for 17 January 2011 
and 15 August 2011 across different settlement 
typologies using the Council for Scientific and 
Industrial Research/South African Cities Network 
(CSIR/SACN) typology and for the three case study 
cities used in the study.   

 3. Results and Discussion  

The AHF was compared for both days across the major 
cities and smaller settlements within South Africa to 
provide an indication of AHF ‘hot spots’ (Table 2). 
The mean AHF was found to be greater on the 15 
January 2011 compared to the 15 August 2011. The 
City Region represented by Gauteng has the largest 
mean AHF in South Africa which is about five times 
larger relative to other settlement types. Cities in 
general have a high mean AHF. Population density 
and energy consumption per land use type are likely 
drivers in the spatial distribution of the AHF (Sailor, 
2011) across South Africa.  
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In Table 3, the high population, total surface area and 
total primary energy consumption contributed by 
different land use activities within the major cities in 
South Africa are compared. Total surface area, 
population and total primary energy consumption are 
not always proportional, for example Tshwane is quite 
large in area, has a large population but the city’s 
energy consumption is much lower than that of Cape 
Town. Cape Town, eThekwini and Johannesburg have 
the largest populations in South Africa.  

Table 2: The mean AHF by settlement type for South 
Africa for 17 January 2011 and 15 August 2011.   
 

Settlement type  AHF mean for 17  
January 2011  

(W.m-2)  
AHF mean for  
15 August 2011 

(W.m-2)  
Sparse Rural  0.03±0.21  0.02±0.18  
Service Town  0.68±1.13  0.60±0.99  
Dense Rural  0.27±0.24  0.24±0.21  

High Density Rural  0.34±0.44  0.30±0.38  
Local or Niche Town  0.27±0.53  0.24±0.46  

Regional Centre 2  1.16±2.09  1.04±1.86  
Regional Centre 1  1.22±2.27  1.06±1.95  

City  1.30±2.65  1.13±2.29  
Regional Centre 3  1.02±2.21  0.89±1.94  

City Region  3.25±6.46  2.83±5.63  
Homeland  0.03±0.05  0.03±0.05  

Non-Homeland  0.00±0.00  0.00±0.00  
  

The City of Johannesburg has the greatest mean AHF 
relative to eThekwini and Cape Town which is about 
6.9 W.m-2 on 17 January and 6.3 W.m-2 on 15 August 
(Table 4). The mean annual AHF is provided for 
comparability. While the mean AHF on both days are 
within the deviations of the mean annual AHF, the 
mean AHF on 17 January is larger, relative to the mean 
AHF on 15 August. The results do indicate that the 
AHF mean on a ‘hot day’ is higher relative to a 
‘normal day’.   

Table 3: Population, total surface area and primary 
energy consumption of South African metropolitan 
municipalities in 2011.  
 

City  Population1 
(million)  Total  

Area2  
(km2)  

Primary Energy 
Consumption3 (PJ)  

Cape Town  3.74  816  159  
eThekwini  3.42  1062  210  

Johannesburg  4.40  1645  176  
Mangaung  0.74  176  15  

Buffalo City  0.76  168  23  
Nelson Mandela Bay  1.16  389  31  

Tshwane  2.91  1230  93  
Ekurhuleni  3.17  1975  127  

 1. Data source: Stats SA; 2. Data source: Municipal Demarcation Board; 3. Data source:  Sustainable Energy Africa (SEA, 2015)  

When the mean AHF in Johannesburg for 2011 is 
compared to other cities (Table 5), the AHF in 
Johannesburg is shown to be significantly smaller due 
to the city’s relatively smaller population. The mean 
AHF in London, for example, is almost twice that of 
Johannesburg with a population two times larger than 
Johannesburg.   

Table 4: The mean AHF for Johannesburg, eThekwini 
and Cape Town on 17 January 2011 and 15 August 2011.   
 

City  Annual AHF 
mean (W.m-2)  AHF mean 

for 17  
January  

2011 (W.m-2)  

AHF mean for 
15  

August 2011 
(W.m- 

2)  
 Johannesburg  4.52±7.87  6.92±9.93  6.34±8.98  

eThekwini  3.40±5.93  4.23±7.25  3.67±6.23  
  Cape Town  2.65±4.92  3.24±6.57  2.70±5.51  
 

 Table 5: Comparitive analysis of AHF mean for 
different cities  

 

City  Population 
(millions)  

Total  
Area  
(km2)  

Year of 
estimate  AHF 

Mean  Citation  

Johannesburg  4.4  1645  2011  4.5  This study  
Beijing  19.61  3937  2010  17  Yang et al. 

(2014)  
Shanghai  23.02  3885  2010  19  Yang et al. 

(2014)  
Guangzhou  12.7  3820  2010  7.8  Yang et al. 

(2014)  
Taiwan  23.20  1140  2010  9.6  Koralegedara a 

et al. 
(2016)  

London  7.56  1738  2005- 
2008  10.9  Iamarino et al. 

(2012)  
Sao Paul  10.89  2707  2007  13.2  Ferreira et al. 

(2011)  
  
By 2030, the UN population division predicts that 
Johannesburg will be one of six megacities in Africa. 
The production of waste heat may not be a problem at 
present while energy consumption levels remain 
relatively low.  However, accelerated population 
growth and energy consumption in the future will 
contribute to greater waste heat production. The effect 
of the AHF on urban temperature will become even 
more pronounced in the future. This will be additional 
to the climate change impacts on warming patterns in 
the city.   

 

 Conclusions  
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The LUCY model has been used in this study to 
provide an initial estimate of the AHF in South African 
settlements. The results indicate that cities in South 
Africa are important sources of waste heat emissions. 
The inclusion of the comparison between the AHF 
mean on a ‘hot day’ versus a ‘normal day’ highlights 
the sensitivity of the AHF to temperature change. 
Waste heat emissions in cities contribute to increasing 
urban temperatures and in turn higher urban 
temperatures contribute to increasing waste heat 
production. Waste heat is an unwanted product of 
energy consumption and under future scenarios of 
development and climate change in South African 
cities, the AHF within South African cities will grow. 
The AHF will contribute much more too urban 
temperature change in the future As a consequence, 
waste heat emissions will become an important 
tradeoff for cities to account for in climate change 
policy.    

AHF is an essential factor in city-scale atmospheric 
circulation and surface temperature and as such, there 
is a need to improve our ability to quantify the AHF in 
South African cities. Future work towards improving 
the parameterisation of building, transport and human 
sources of waste heat emissions within these cities is 
envisaged. The input of such data into UCMs will help 
support research into urban heat island effects in South 
African cities under a changing climate.   

 References  

Allen, L., Lindberg, F., & Grimmond, C. S. B. (2011). 
Global to city scale urban anthropogenic heat flux: 
model and variability. International Journal of 
Climatology, 31(13), 1990-2005.  

Chen, B., Dong, L., Liu, X., Shi, G. Y., Chen, L., 
Nakajima, T., & Habib, A. (2016). Exploring the 
possible effect of anthropogenic heat release due to 
global energy consumption upon global climate: a 
climate model study. International Journal of 
Climatology.  

Ferreira, M. J., de Oliveira, A. P., & Soares, J. (2011). 
Anthropogenic heat in the city of São Paulo, Brazil. 
Theoretical and applied climatology, 104(1-2), 43-56.  

Iamarino, M., Beevers, S., & Grimmond, C. S. B. 
(2012). High‐resolution (space, time) anthropogenic 
heat emissions: London 1970– 2025. International 
Journal of Climatology, 32(11), 1754-1767.  

Lindberg, F., Grimmond, C. S. B., Yogeswaran, N., 
Kotthaus, S., & Allen, L. (2013). Impact of city 
changes and weather on anthropogenic heat flux in 
Europe 1995–2015. Urban Climate, 4, 115.  

Loridan, T., & Grimmond, C. S. B. (2012). 
Characterization of energy flux partitioning in urban 
environments: links with surface seasonal properties. 
Journal of Applied Meteorology and Climatology, 
51(2), 219-241.  

Merven, B., Stone, A., Hughes, A., & Cohen, B. 
(2012). Quantifying the energy needs of the transport 
sector for South Africa: A bottom-up model. 
University of Cape Town, Cape Town, RSA.  

Koralegedara, S. B., Lin, C. Y., Sheng, Y. F., & Kuo, 
C. H. (2016). Estimation of anthropogenic heat 
emissions in urban Taiwan and their spatial patterns. 
Environmental Pollution, 215, 84-95.  

Kušnerová, M., Valíček, J., Harničárová, M., & Tozan, 
H. (2016). Prediction of Optimal Load and 
Performance of Thermal Batteries. In Applied 
Mechanics and Materials (Vol. 821, pp. 641-648). 
Trans Tech Publications.  

Sailor, D. J. (2011). A review of methods for 
estimating anthropogenic heat and moisture emissions 
in the urban environment. International Journal of 
Climatology, 31(2), 189-199.  

Sustainable Energy Africa (2015). State of Energy in 
South African Cities 2015,  
Sustainable Energy Africa, Cape Town, RSA.   

Willmott, C. J. and K. Matsuura (2016) Terrestrial Air 
Temperature: 1900-2014 Gridded Monthly Time 
Series, Retrieved from  
http://climate.geog.udel.edu/~climate/html_page 
s/Global2014/README.GlobalTsT2014.html. 
Accessed 02 April 2016.  

Yang, Y., Endreny, T. A., & Nowak, D. J. (2013). A 
physically based analytical spatial air temperature and 
humidity model. Journal of Geophysical Research: 
Atmospheres, 118(18).  

Yang, W., Chen, B., & Cui, X. (2014). Highresolution 
mapping of anthropogenic heat in China from 1992 to 
2010. International journal of environmental research 
and public health, 11(4), 4066-4077. 



108 

 

Evaluation of the Convective Scale Configurations of the Unified Model 
Elelwani Phaduli 

 
South African Weather Service, 012 367-6200, elelwani.phaduli@weathersa.co.za 

 
Abstract 
The addition of two convective scale configurations of the Unified Model at the South African Weather Service has 
led to improvement in both model forecasts and downstream products. Verification statistics of the 1.5 km convective 
scale model (SA1p5) and 4km convective scale model (SA4) convective scale models has shown that the two models 
performs better than the 12km model(SA12) . The SA4 configuration performs better than SA1p5 and SA12 when 
forecasting 2m temperatures. The Contingency Table Statistics shows that the SA4 and SA1p5 configuration has a 
better skill when forecasting heavy precipitation events compared to SA12. The Gilbert Skill Score shows that SA12 
has less or no skill at all for higher precipitation amounts.    

Keywords Verification, Numerical Weather Prediction, Unified Model, Spatial Verification 

 

Introduction 
Numerical Weather Prediction Models (NWP) are 
improved, by increasing model resolution and 
improving model physics and dynamics. High 
resolution NWP models tend to give more realistic 
simulation of large scale convective systems such as 
thunderstorms and Mesoscale Convective Systems 
like squall lines Done et al. (1997).  

The South African Weather Service (SAWS) is 
currently using the Unified Model (UM) as the main 
for NWP purposes. The UM is run at SAWS under the 
license agreement between SAWS and the United 
Kingdom Meteorological Office (MO, hereafter). 
SAWS started using the UM with 12km horizontal 
grid spacing (SA12 hereafter) in 2006, SA12 has been 
run once a day at 00:00UTC over the Southern African 
domain.  

Currently with the commissioning of the high 
performance supercomputer, SAWS is able to run two 
high resolution convective scale models over South 
Africa one with 4km horizontal grid spacing (SA4) 
and the other with 1.5 km horizontal grid spacing 
(SA1p5).  Both the convective scale models are run 
four times daily at (00:00UTC, 06:00UTC, 12:000, 
18:00UTC) with initial and boundary conditions 
derived from MO’s global model forecasts. Numerous 
studies have shown that decreasing the horizontal 
resolution of an NWP model can bring more benefits 
to the skill of the model forecasts. 

 

Weismann et al (1997), used the non-hydrostatic cloud 
model to simulate the squall lines using 1-12 km 
resolution models, they found that the squall lines 
became more realistic as the horizontal grid spacing 
was decreased to 4km. A study by Davis et al 1999, 
showed that decreasing the grid spacing of the MM5 
model to 1.5km led to the improved diurnal 
circulations produced by the topography and varying 
land surface conditions over West central Utah. 
Another study done at the UK Met Office using the 
high resolution configurations of the UM indicated 
that the 4km and the 1km grid spacing models often 
give more realistic looking precipitation fields because 
convection is not parameterized but is represented 
explicitly Learn et al. (2008).  

Though increasing horizontal resolution of NWP 
models can be more beneficial to the forecasters and 
other model users, improved verification strategies are 
still required. There are drawbacks that are associated 
with using traditional verification statistics to verify 
high resolution NWP models.  

For verification of rainfall cases spatial verification 
techniques such as neighborhood methods Ebert 
(2009), scale separation/decomposition, Roberts and 
Learn (2008), feature/object based, Davis et al (2006) 
and field deformation methods can be used.  

Evaluation and comparison of the three configurations 
of the UM will be done using both traditional 
verification approaches and spatial verification 
techniques 

There are limited studies on verification of NWP 
models over South Africa. This focuses on using 
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different verification methods to assess the skill of the 
convective scale models in forecasting temperature 
and rainfall over South Africa.  

Instrumentation and Method 

Observations 

Observed rainfall forecast were obtained by 
combining 24 hour total rainfall from both Automated 
Weather Station (AWS) and Automated Rain Stations 
(ARS). 

Model data 
Currently the South African Weather Service is 
running the Unified Model at different horizontal 
resolutions on a daily basis. The SA12 configuration 
is run over the Southern African domain (0-44S; 0-
56E) with 48hr lead time and grid spacing of about 
0.11 degrees. The SA4 configuration is run over the 
Southern African domain (0-38S; 5-54E) with 72hr 
lead time and grid spacing of about 0.038 degrees. 

 The SA1p5 configuration is run over the South 
African domain (36-22S; 15-34E) with 36hr lead time 
and grid spacing of about 0.013 degrees. For 
verification purposes all the models configurations 
were gridded to the common grid (i.e. 0.5 x0.5 degree 
resolutions) using bilinear interpolation methods. 

Two spatial verification methods were used to 
evaluate two heavy rainfall case. The first method used 
was the Method for Object-Based Diagnostic 
Evaluation (MODE) which provides an object-based 
verification for comparing gridded observations with 
gridded forecasts. Davis et al., (2006).  

Another method used was the Wavelet-based Intensity 
Scale decomposition Casati (2010). Here the binary 
forecasts and observations are decomposed into sum 
of components on different spatial scales by using haar 
wavelet transforms. Two statistics namely the 
Intensity Scale Skill Score (ISS) as well as the Mean 
Squared Error (MSE) are calculated for the three 
configurations of the UM. The perfect score for 
MSE=0, whereas the perfect score for the ISS=1.   

Results and Discussion 

Eyeball verification 

For all the three cases the spatial maps of the rainfall 
were used to compare the rainfall intensity and the 
spatial distribution of rainfall using all configurations 
of the UM (see fig 1, 2 and 4).    

Case 1: 20160310 

 

Figure 1: Spatial distribution of 24 total rainfall from three 
configurations of the UM compared with the observations on 
10th March 2016. 

From fig 1 it is evident from the maps showing the 
distribution of the rainfall that both models differ in 
terms of rainfall intensities and locating the heavy 
rainfall areas. Both models overestimates the amount 
of rainfall on the day. The SA4 (fig1(C) model 
predicted heavy rainfall over the North Eastern parts 
of the country, but the observations did not agree with 
the model. Both models slightly overestimated the 
rainfall over the central interior of the country (i.e 
Gauteng), but the spatial distribution was fairly well. 

Wavelet-based intensity scale decomposition 

Further analysis of the above case study was done 
using the Wavelet-based intensity scale decomposition 
method. The 24hr rainfall totals were decomposed 
scales into different scales and the Mean Square Error 
and the Intensity Skill Score were calculated for the 
three configurations of the UM(see Table 1).   

Table 3: Shows the Means Square Error and the Intensity 
Skill Score for the three configuration of the UM. 

Score SA1p5 SA4 SA12 
    
MSE 0.10547 0.091 0.1035 
ISS 0.405 0.501 -0.001 

 

The ISS in Table 1, shows that the SA12 models is 
worse than the two convective configurations of the 
UM. The SA4 model performs better than the two 
configurations. 
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Case 2: 20160315 

 
Figure 2: Spatial distribution of 24 total rainfall from three 
configurations of the UM compared with the observations on 
15th March 2016. 

The spatial comparison of the 24 total rainfall from 
three configurations shows that the distribution of 
rainfall from the two convective scale models is 
comparable. From fig 2, it is shown that the SA12 
model underestimates the amount of rainfall compared 
to the other two configurations. The SA12 model also 
misplaced the rainfall, it is showing some rainfall over 
the North Eastern parts of the country whereas in the 
other models and the observations it is not shown. 

Further analysis of the above case study was done 
using Method for Object based verification.  

 
Figure 16: Results for MODE showing the fraction of the 
area common to both model forecasts and observations on 
15th March 2016.10mm rainfall threshold was used for 
comparison. 

According to fig 3, the total interest or the fraction of 
the area common to both objects is highest for the 
convective scale models as compared to the SA12 
model. This is consistent with the analysis obtained 
from subjective or eyeball verification. The difference 

of interest between the convective scale models is very 
small. 

Case 3: 20160318 

Figure 4: Spatial distribution of 24 total rainfall from three 
configurations of the UM compared with the observations on 
18th March 2016. 

The spatial comparison of the 24 total rainfall from 
three configurations shows that the distribution of 
rainfall from the two convective scale models is 
comparable. From fig 4, it is shown that the SA12 
model underestimates the amount of rainfall compared 
to the other two configurations. The SA12 model also 
misplaced the location of the heavy rainfall. 

Method for Object based verification 

Spatial comparison of the three configurations of the 
UM is shown in (fig5), together with the interest or 
correlations in the bottom of the figure. The interests 
shown in the bottom of the fig.5 shows a slight 
difference between Sa4 and SA1p5, the SA12 model 
missed the rainfall completely. 

 
Figure 5: Results for MODE showing the fraction of the area 
common to both model forecasts and observations on 18th 
March 2016.10mm rainfall threshold was used for 
comparison. 
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According to fig 5, the total interest or the fraction of 
the area common to both objects is zero for SA12 
model. This implies that there are no common features 
available between the SA12 model and the observed 
rainfall. The highest interest was found SA1p5 model. 
This is consistent with the analysis obtained from 
subjective or eyeball verification. The difference of 
interest between the convective scale models is very 
small also in this case study

Figure 6:  Contingency Table Statistics comparing the three 
configurations of the UM using different rainfall thresholds. 

The Contingency Table Statistics in fig6, shows a 
major improvement in the skill of the rainfall forecast 
by adding the convective scale models. The SA12 
configuration of the UM has the least skill compared 
to the two convective scale configurations. Statistics 
obtained from other rainfall cases also showed similar 
results.  

Wavelet-based Intensity Scale 
decomposition 
Table 4: Shows the Means Square Error and the Intensity 
Skill Score for the three configuration of the UM. 

Score SA1p5 SA4 SA12 
    
MSE 0.10547 0.091 0.1035 
ISS 0.405 0.501 -0.0002 

The scores in table 2&3 above shows that the 
convective scale models gives score that are very close 
to each other both for MSE and ISS.  

Conclusion 
Both subjective and objective verification methods 
used in this study showing increasing the horizontal 
resolution of the NWP model increases the skill of the 
rainfall forecasts. In all the three case studies, the 
SA12 model seems to have less skill as compared to 
the convective scale models. The improvements in the 
models will also lead to the improvements of the 
downstream products produced from the SA4 and 
SA1p5 models.  Future work will consider how data 

assimilation and bias correction methods will further 
improve the skill of convective scale models as 
SAWS.   
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Abstract 
Data assimilative ocean models play crucial roles in furthering the understanding, and providing forecasts of the 
Agulhas Current system. This study investigates the impact that assimilating sea surface temperatures (SST) 
combined with sea level anomalies (SLA) has on the simulated surface velocities of the Agulhas Current in a 
Hybrid Coordinate Ocean Model. A preliminary comparison of a free running simulation (FREE) and two 
assimilation experiments, (1) SLA only assimilation (ASSIMSLA) and (2) combined SLA and SST assimilation 
(ASSIMcombined),  indicates that the impact is sensitive to the observed/simulated velocity magnitude in the Agulhas 
Current, while the mean velocities are overestimated compared to drifter observations. 
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Introduction 
The Agulhas Current system, one of the world’s 
most dynamic and energetic western boundary 
currents, plays a vital role in the resources and 
ecosystem of the regional marine environment, as 
well as impacting local weather and global climate 
(Lutjeharms, 2006).  

Recent studies by Rouault et al., (2009) and 
Backeberg et al., (2012) have indicated that the 
Agulhas system is undergoing climate related 
changes. Rouault et al., (2009) noted a decadal 
warming trend in the region associated with an 
intensified Agulhas Current, while Backeberg et al., 
(2012) found that the mesoscale variability in the 
region has intensified. It has also been hypothesised 
that the Agulhas leakage, a process of inter-ocean 
exchange south of Africa, has increased over the 
past few decades, supplying more warm and saline 
waters to the Atlantic Meridional Overturning 
Circulation. This has the potential to counteract the 
North Atlantic freshening from melting ice-sheets 
and glaciers due to the anthropogenic warming of 
the global climate (Biastoch et al., 2008, 2009). A 
lack of data in the Agulhas systems hinders our 
ability to quantify the extent to which the Agulhas 
Leakage has changed, including its potential impact 
on the global ocean circulation and climate. 

Due to the Agulhas’ influence on the regional and 
global climate, it is crucial that these changes are 
understood, mapped and monitored accurately. The 
ability to predict these changes on scales of days to 
decades would enable stakeholders (governments, 

environmental agencies etc.), to plan for changes as 
well as implement mitigation strategies. 

This study builds on Backeberg et al., (2014) where 
the impacts of assimilating along-track SLA into a 
Hybrid Coordinate Ocean Model (HYCOM) of the 
Agulhas region were assessed. This study presents a 
preliminary investigation into how Agulhas Current 
surface velocities are affected by the combined 
assimilation of along-track SLA and SST data. 

Method 
Ocean forecasting and reanalysis systems are 
dependent on a dynamical numerical ocean model, a 
data assimilation scheme, and access to regularly 
available observational data (Backeberg et al., 
2014). Using such systems in forecast mode requires 
that observational data is available in near-real time. 

A regional implementation of HYCOM was used in 
this study. It has been shown to recreate the 
dynamics in the region to an acceptable degree of 
accuracy (Backeberg et al., 2008; 2009; 2014). The 
regional model is set up in a nested configuration, 
consisting of a 1/10th of a degree resolution 
HYCOM of the Agulhas System, nested within a 
basin-scale HYCOM of the Indian and Southern 
Ocean (George et al., 2010) providing boundary 
conditions every 6 hours (Backeberg et al., 2014). 
The model forcing fields and configurations are 
described in detail in Backeberg et al., (2014). 

The Ensemble Optimal Interpolation (EnOI) data 
assimilation scheme was used to assimilate along-
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track SLA only and along-track SLA combined with 
SST. The EnOI is 3-dimensional and multivariate, 
and updates the model at an efficient computational 
cost (Backeberg et al., 2014). This scheme had been 
previously used in regions with similar dynamics to 
the Agulhas Current, including the East Australia 
Current region (Oke et al., 2007), the Gulf of Mexico 
(Counillon and Bertino, 2009; Srinivasan et al., 
2011) and the South China Sea (Xie et al., 2011). 

The static ensemble is derived from an 
unassimilated simulation of the Agulhas HYCOM 
sampled every 5-days for the period 1998–2007. 
The model was spun-up prior to the sampling period 
in order to avoid model drift, which can produce 
artificial erroneous correlations during the 
assimilation (Backeberg et al. 2014). The static 
ensemble is important to the EnOI because it 
represents the forecast error of the model. 

Observations are generally sparse and sporadic in 
space and time. To assimilate sparse observations it 
would be impractical to stop the model at random 
intervals whenever an observation becomes 
available. Therefore observations are collected over 
a weekly cycle and assimilated as one batch once a 
week.  

To constrain the model with such a limited number 
of observations, the multivariate covariance 
between one observation and the model grid, needs 
to be calculated. At each point the model is projected 
into the observational space, a covariance matrix 
between the model and the observation is then 
constructed and weighted against the total error 
covariance, which is the sum of the model error 
covariance and the observation error covariance. 

This is then multiplied by the innovation factor, 
defined as the difference between the model and the 
observation. In determining the innovation factor, a 
first-guess approach is employed, where the analysis 
model forecast and the collected observations are 
then compared for the same day in the weekly cycle. 
The resultant analysis is then projected back into the 
model space and the model is moved forward in 
time. A full explanation of the method can be found 
in Counillon and Bertino, (2009) and Backeberg et 
al., (2014). 

For this study three model simulations were run; 
FREE, the unassimilated numerical model; 
ASSIMSLA, only along-track SLA was assimilated; 
and ASSIMcombined, both SST and along-track SLA 
were assimilated. 

Data 
Assimilated data 

All satellite altimetry data used in the study was 
produced by Ssalto/Duacs and distributed by Aviso 
(Archiving, Validation and Interpretation of 
Satellite Oceanographic), supported by CNES. The 
delayed time unfiltered along-track SLA from 
satellite altimeters was used and assimilated into the 
model (Backeberg et al. 2014). 

The SST data assimilated was obtained from the 
Operational Sea Surface Temperature and Sea Ice 
Analysis (OSTIA). OSTIA analysis uses satellite 
data from sensors that include the Advanced Very 
High Resolution Radiometer (AVHRR), Advanced 
Along Track Scanning Radiometer (AATSR), 
Spinning Enhanced Visible and Infrared Imager 
(SEVIRI), Advanced Microwave Scanning 

Figure 1. a) 2008 – 2009 mean velocity map from the FREE; b) mean velocity map from ASSIMSLA; c) mean 
velocity map from ASSIMcombined; d) Difference map, of mean velocities, ASSIMSLA minus ASSIMcombined. Red 
colours indicate where ASSIMSLA has higher velocities than ASSIMSST, while blue indicates the opposite. 
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Radiometer-EOS (AMSRE), and the Tropical 
Rainfall Measuring Mission Microwave Imager 
(TMI). The data set has a global coverage, with a 
grid resolution of 0.054º, and a temporal resolution 
of one day. OSTIA is produced by the Group for 
High Resolution Sea Surface Temperature 
(GHRSST) project. The OSTIA SST data was 
specifically produced to support SST data 
assimilation into Numerical Weather Prediction 
(NWP) models.  

Validation data 

To determine the accuracy of the assimilation 
system against independent (unassimilated) 
observations, surface velocity data from satellite 
tracked surface drifting buoys (drifters) were used. 
These drifters consist of a surface buoy and a 15m 
deep subsurface drogue. The surface buoy measures 
temperature and records its position, which is then 
transmitted to a satellite. The raw drifter data is 
interpolated to 6 hourly positions, with surface u and 
v velocities and surface temperatures provided for 
each corresponding position. The drifter data are 
managed and distributed by the Global Drifter 
Program (GDP).  

Results and discussion 
To allow for the comparison between the simulated 
surface velocities and the in situ drifter data, daily 
surface velocities from all drifters entering the 
region 26-36oS 22-34oE, between 2008 and 2009 are 
first calculated. The model fields are then 
interpolated to the median latitudinal and 
longitudinal positions of the daily averaged drifter 
velocities, using the nearest neighbour method of 
interpolation. Median positions of the drifters were 
used to ensure that the daily position fell on the 
drifter track; as opposed to using the mean position, 
where the position may fall outside the drifter’s 
daily track, thereby representing incorrect dynamics. 

From fig.1 (a-c) the impact of the various 
assimilations on FREE is evident. FREE maintains 
high velocities along the Agulhas Current, extending 
further south, compared to both assimilations. This 
only differs north of the Natal Bight, where the 
velocities are reduced, similar to that seen in 
ASSIMcombined. FREE and ASSIMSLA show 
velocities up to 1.4 m.s-1 along the Agulhas Current, 
while ASSIMcombined only contains velocities up to 
1.2 m.s-1. FREE produces a narrower Agulhas 
Current as compared to ASSIMSLA and 
ASSIMcombined, with ASSIMcombined simulating the 
widest current. 

Fig.1d illustrates the difference the additional 
assimilation of SST has had on ASSIMSLA. The most 
notable difference is in the core of the Agulhas 

Current. Here the surface velocities in ASSIMSLA are 
up to 0.25 m.s-1 higher than in ASSIMcombined. There 
are also areas, adjacent to the current and inshore of 
the current south of Port Elizabeth, where 
ASSIMSLA is around 0.2 m.s-1 lower than 
ASSIMcombined.    

To better quantify these differences a quantile-
quantile analysis was performed (fig.2). This 
compares in situ drifter derived velocities against the 
corresponding simulated velocities. Simulated 
velocities that lie closer to the drifter magnitudes are 
more accurate than those further away. From fig.2 it 
is visible that the FREE and ASSIMSLA are more 
accurate at producing surface velocities when they 
are below 1 m.s-1, with FREE being the most 
accurate. 

 Figure 2. Quantile-quantile (QQ) plot of the in situ 
drifter derived velocities compared to the modelled 
corresponding velocities. Illustrates how the 
modelled velocities compare to the in situ 
measurements. 

While ASSIMcombined is shown to be more accurate 
when velocities are above 1 m.s-1. ASSIMSST over-
estimates velocities below 1 m.s-1, while ASSIMSLA 

over-estimates velocities over 1 m.s-1 (fig.1c).  

What these preliminary analyses suggest is that the 
assimilation of SST benefits regions in the Agulhas 
Current, where SSTs are high and their gradients are 
strong. In regions outside the Agulhas Current 
where SSTs are lower and the gradients are weaker, 
the combined SLA-SST assimilation has led to an 
exaggeration of surface velocities. This may be due 
to incorrect correlations between SST and SSH in 
the static ensemble used in the EnOI, similar to the 
finding by Backeberg et al., (2014) in the Agulhas 
Return Current.  

A correlation between the simulated (FREE, 
ASSIMSLA and ASSIMcombined) and drifter-derived u 
and v component velocities was used as a proxy for 
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the placement and timing of mesoscale features as in 
Backeberg et al., (2014); in the region 26-36oS 22-
34oE. An improvement in the correlation of 
ASSIMcombined (0.41) over ASSIMSLA (0.36) and 
FREE (0.06) is noted, suggesting that the combined 
SST-SLA assimilation has improved the models 
ability to correctly place mesoscale features in space 
and time. Comparing the root mean squared error 
(RMSE), a statistical measure of accuracy, showed 
an improvement in ASSIMcombined (0.46) over 
ASSIMSLA (0.53) and FREE (0.63).  

Conclusions  

This preliminary investigation into the impact of 
combined SST-SLA assimilation in an eddy 
resolving model of the Agulhas Current has revealed 
promising results. The initial analysis suggests that 
the inclusion of SST in the assimilation scheme has 
improved upon HYCOM’s overall accuracy in 
simulating surface velocities in the core of the 
Agulhas Current, while also improving the 
placement and timing of mesoscale features. 

Further research is needed to understand the reasons 
behind ASSIMcombined over-estimating surface 
velocities in the Agulhas Current less than 0.5 m.s-1, 
compared to both ASSIMSLA and FREE, whilst 
markedly improving upon ASSIMSLA in the velocity 
range 0.6-1.5 m.s-1, and FREE where velocities 
exceed 1.2 m.s-1. 

This preliminary analysis indicates that the 
assimilation of SST appears to improve the 
simulated surface velocities in core of the Agulhas 
Current. 
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Sea-surface temperature (SST), altimetry derived sea-level anomalies (SLA) and surface current are used south 
of the Agulhas Current to identify warm core mesoscale ocean eddies presenting a distinct SST perturbation 
superior to 1oC to the surrounding ocean. The analysis of 960 twice daily instantaneous charts of equivalent 
stability neutral wind speed estimates from the SeaWinds scatterometer onboard the QuikScat satellite collocated 
with SST during the lifespan of six warm eddies show stronger wind speed above those warm eddies than 
surrounding water for half of the cases. For cases where the wind is stronger above warm eddies, there is no 
relationship between the increase in surface wind speed and the SST perturbation. Mean wind increase is about 
15 % at 1.8 m.s-1. Wind speed increase of 4 to 7 m.s-1 above warm eddies is not uncommon. Average eddy radius 
is 100 km and SST perturbations range from 1oC to 6oC 
 
1 Introduction 
 
Microwave radiometry and altimetry allow making 
observations in the Southern Ocean with 
unprecedented spatial and temporal resolution. This 
is a real advantage in the latitudes between 35ºS to 
50ºS south of Africa where persistent cloud cover 
previously was a perennial problem in this regard. In 
addition, equivalent stability neutral instantaneous 
wind speed estimates from the SeaWinds 
scatterometer onboard the QuikScat satellite is 
available from July 1999 (Chelton et al., 2004) to 
November 2009 at a quarter of a degree resolution 
along a wide swath.  Chelton et al. (2004) used 4 
years of filtered QuikScat data to show a ubiquitous 
picture of mesoscale ocean atmosphere interaction 
linked to SST heterogeneity such as fronts, western 
boundary currents and tropical instability waves. In 
general, using satellite estimates of wind speed, 
wind stress and SST and moorings, there is a linear 
relationship between SST perturbation and wind 
speed or wind stress especially evident for SST 
perturbation from the surrounding ocean between -1 
oC and 1 oC (Chelton et al., 2004, O’Neill et al, 
2005).  
 
   Several mechanisms can explain the phenomena 
that encompass a high range of SST and wind speed 
wind speed.  It is thought that the increase or 
decrease of surface wind speed along SST gradient 
is due to the change in the latent and sensible 
turbulent heat fluxes and associated change in 
surface atmospheric stability. Consequently there is 
a substantial modification of the constant flux layer 
and of the height and structure of the marine 
atmospheric boundary layer above the surface layer.  
 
2 Data 
 
SST was derived from the AMSR-E, launched in 
2002 by NASA. It is a passive microwave 
radiometer.  In this investigation, we use weekly 

data at a resolution of 56 km. We used twice daily 
equivalent stability neutral surface instantaneous 
wind speed and direction estimated by the SeaWinds 
scatterometer on the QuikScat satellite. It is 
available in 25 Km Swath Grid. Weekly sea-level 
anomalies (SLA) were obtained from Centre 
national d'études spatiales (CNES) and surface 
current were obtained from Globcurrent. 
Globcurrent product is an optimal analysis of 
surface current at two different depth (surface and 
15 m depth) at 1/4° resolution three hourly. 
  

3 Wind speed acceleration above eddies 
 
We looked for eddies with SLA of +15 cm and SST 
perturbation > 1°C. The selected eddies shed from 
the Agulhas Retroflection and the Agulhas Return 
Current, were identified in an area ranging from 
35°S to 45°S latitude and 15°E to 25°E longitude. 
Most eddies that we are studying stayed quite close 
to the Agulhas Return Current for a few months and 
were re-absorbed by the Agulhas Retroflection or 
the Agulhas Return Current. AMSR-E SST was 
therefore instrumental in corroborating the location 
of warm eddies and their trajectories.  Our period of 
study was July 2002-June 2004. Using SST and 
altimetry data in this region, we selected six warm 
eddies that had a significantly different thermal 
expression at the sea surface compared to ambient 
waters. The record represents a total of 22 months of 
clear-cut, identifiable eddies. We have cases for all 
seasons with a variety of SST (19oC to 12oC) and 
SST perturbations of up to 6 °C. Figure 1 shows four 
examples of cases showing high wind acceleration 
above warm eddies of up to 10 m/s and deceleration 
downstream. We note that the warm Agulhas 
Current is found to the north of the domain. In the 
four selected cases, the wind speed increase is 
superior to 5 m.s-1 and relatively homogeneous 
eddies.  
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Figure 1: Clockwise from top left, Instantaneous 
estimate of QuikScat wind speed in  in m.s-1 (color) 
and directions (arrows) and AMSR microwave sea-
surface temperature in oC  (contours) south of the 
Agulhas Current system in the “Roaring forties” on 
the 15 07 2002 (morning path) 19 07 2003 (morning 
path), 23 02 2004 (evening path) and 28 07 2003 
(evening path) showing strong and homogeneous 
increase and decrease in wind speed collocated with 
increases and decrease of sea surface temperature.  
 
Not all instantaneous morning and evening paths 
display a clear increase above eddies but eddies have 
a strong imprint on the wind field when averaging 
the wind field data for at least a week at the spatial 
scales of the eddies. We then systematically plotted 
the instantaneous SeaWinds wind speed and 
direction for morning and evening passes with 
corresponding interpolated SST and SLA for a 
period of two years and examined those images. We 
selected 904 cases. However 20 % of the scenes had 
no data above eddies mainly because the satellite 
path does not cover the all globe or due to rainfall 
contamination. This left us with 711 cases.    
 
Increase in wind speed above warm eddies and 
decrease downstream were a clear feature for 340 
cases, about 50% of all. Wind speed, SST and SLA 
where also digitally saved in a common latitude 
longitude matrix format. To quantify the 
relationship between SST perturbation, wind speed 
increase above eddies and wind speed decrease 
downstream, we looked at the statistics of the 
merged dataset of cases that presented a wind speed 
increase above eddies and a decrease downstream 
and cases that did not. We considered only SST 
perturbation > 1oC. For each case, we extracted SST, 
SLA, and wind speed at three positions along the 

wind flow: a) just before the border (large SST 
gradient) of the eddy upstream of the center b) in the 
middle of the eddy c) downstream of the eddy 
border. In order to have robust results, we used a 
stretch of 4 points encompassing 100 km just before 
and around the eddy, 4 points at the eddy center in 
the direction of the wind and a stretch of 4 points just 
after and around the eddy border downstream of the 
eddy center. SST, wind speed and direction and SLA 
for those 3 locations were then averaged and stored 
with time and date. The eddy SST centers ranged 
from 19oC to 12oC with SST perturbation of up to 
6oC for a mean gradient of 2.5oC per 100 km. 
Altogether, the average SST at the center of the 
eddies is 15.9oC while average SST at the eddy 
border is 13.2oC upstream and 13.3oC downstream. 
This leads to a mean perturbation of 2.65oC. Increase 
in wind speed above warm eddies and decrease 
downstream were a clear feature for 340 cases, about 
50% of all cases with available data.180 cases did 
not show an increase above the warm eddies and 191 
cases did not show a decrease downstream of the 
eddies center.   
 
Figure 2 presents a scatter plot of the instantaneous 
wind speed increase versus the SST perturbation.  
Figure 2 does not show any clear linear relation 
between those parameters for SST perturbation > 1.  
This seems to contradict a number of similar studies. 
Wind speed increase of 4 to 7 m.s-1 above warm 
eddies is not uncommon.  

 
Figure 2: scatter plot of SST perturbation (DSST) 
versus wind speed increase (DW) in m.s-1 for the 340 
cases when the wind increased above warm core 
eddies and decrease downstream and for SST 
perturbation from the surrounding ocean > 1 oC. 
Solid line is a linear fit. The circle represent the 
means within each 1oC bin and the error bars 
represent +/-1 standard deviation of the wind 
differences within each bin divided by the square 
root of the number of sample within each bin. The 
dashed line is a linear fit of the means within the 
bins. 
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 4 Conclusions 
 
Our study provides instantaneous values of wind 
changes above warm core eddies for the first time 
because we did not filter or average the data. Wind 
speed, increase substantially above warm SST 
perturbations by about 20 %.  With increases of 
more than 4 m.s-1 in eddies not uncommon, the 
warning should be taken seriously when sailing in 
the “Roaring Forties”. At last, this study questions 
the hypothesis that there is a ubiquitous linear 
relationship between SST perturbation and wind 
speed modification for large SST perturbation > 1 
oC as we did not find a linear relationship between 
SST perturbation and wind increase across warm 
eddy.  
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Abstract 
The Ozone Monitoring Instrument (OMI) on board the  National Aeronautics and Space Administration’s 
(NASA) Aura satellite plays a vital role in observing global emissions of ozone and other trace gases since its 
launch in 2004. Here, a comparative study of two OMI planetary boundary layer (PBL) sulphur dioxide (SO2) 
products with Band Residual Difference (BRD) and Principal Component Analysis (PCA) techniques have been 
studied by estimating their monthly and seasonal variations in relation to their corresponding ground-based 
(GB) instrument variations located at Sharpeville (27.86 ⁰E; 26.68 ⁰S), Gauteng Province, South Africa during the  
time  period  from 2007  to  2013. The  results showed that  PCA  retrievals followed similar  trend  and 
overestimated GB SO2 values, whereas BRD retrievals underestimated them throughout the entire period.  The SO2  
overall monthly variations measured by the GB instrument showed maximum values during winter. The daily, 
monthly regression analysis and seasonal correlation studies have also indicated that PCA technique performed 
better than BRD algorithm. 
 
Keywords: SO2 measurements, Satellite, Ground based, Climatology and Comparison 
 
Introduction 
Satellite-based monitoring of sulphur dioxide (SO2) 
provides essential information on its atmospheric 
chemistry, annual emission estimates, and  tracks 
the SO2  clouds during intensive volcanic activity. 
Some of them are nadir UV-based, while others are 
thermal Infrared (IR) based sensors. The Ozone 
Monitoring Instrument (OMI) is onboard NASA’S 
Earth  Observing  System’s  (EOS)  Aura  Satellite 
that was launched on 15th  July 2004 (OMI Data 
User’s  Guide,  2012). It  is  a  near  UV/  Visible 
spectrometer, with two unique features of daily global 
coverage and high spatial resolution which is more 
advanced in comparison with GOME and 
SCIAMACHY. This is feasible because of 2 
dimensional charge coupled device (CCD) detector, 
where one  dimension   collects the spectral 
information and the  other gathers   spatial 
information (Levelt et al., 2006). 

 
 
 
There are two types of OMI Planetary Boundary 
Layer   (PBL)   SO2    data   products.   The   former 
product was produced using BRD algorithm and 
after October 2014, a newly developed product was 
available which relies on PCA algorithm (OMSO2 
README File, 2008). The BRD algorithm uses 
differential residuals at the following 3 wavelength 
pairs: 310.8 nm – 311.9 nm, 311.9 nm – 313.2 nm, 
313.2 nm – 314.4 nm. Each pair residual is converted 
to SO2 slant column density (SCD). The resulting 
SCD’s of three pairs are  averaged and converted 
into  total  SO2  vertical column density (VCD) with 
the help of air mass factor (AMF) of 0.36 (Krotkov 
et al., 2006). The BRD algorithm 
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depends on the instrument specific correction factor 
for radiance data set in order to decrease the noise and  
systemic  biases  on  SO2  retrieval  (Li  et  al., 2013).   
The   newly   developed   PCA   algorithm, instead of 
depending on the above said correction factors, 
directly applies PCA technique (a statistical procedure 
of inputting large set of correlated variables into small 
set of uncorrelated variables) to OMI level 1b 
radiance and irradiance data in the full spectra from 
310.5- 340 nm, with the strongest SO2 absorption 
band at 310.8 nm (Li et al., 2013). The retrieval noise 
is almost reduced by a factor of 2 when compared to 
BRD algorithm (see..OMSO2 README File, 2008). 
 
The goal for this study was to interpret the 
performance of the  earlier OMSO2  PBL product 
with BRD algorithm and the newly launched PCA 
algorithm OMSO2   PBL  product and  check their 
agreement with GB data. This was done by 
performing a comparative study between the two 
OMI data products in relation to the ground-based 
(GB) data collated at Sharpeville station, over 
Sharpeville (27.86 ⁰E; 26.68 ⁰S), Gauteng 
Province, South Africa for a time period between 
2007 and 2013. 
 
Instrumentation and Methods 
Ground Based Data: The in-situ instrument used 
at the Sharpeville station is the Thermo electron 43i 
SO2 analyser. The instrument was routinely calibrated 
and maintained on biweekly basis. More details on 
its principal and working performance are described 
in detail in the Instruction Manual (Model 43i, 
Instruction Manual). The hourly averaged SO2  data 
(23 March 2007 to 31 January 2014)  was  provided  
by  the  South  African  Air Quality  Information  
System  (SAAQIS).  About 70% data completeness 
based on daily,  monthly and annual basis was 
pursued, where the data gaps and anomalies were 
filtered out. 
 
OMI Data: A sampling grid of 0.125 × 0.125 degrees 
was selected over the GB station and both the OMI 
data products from 2004 to 2013 (i.e., PCA and 
BRD algorithms) in Dobson Units (DU) were 
converted to surface level volume mixing ratios 
(VMR) by applying the methods referred to in 
Josipovic (2009) and Josipovic et al., 2013 as adjusted 
from Ziemke et al., (2001 and 2006). A well mixed 
boundary layer (BL) throughout its complete vertical 
extent was assumed in this adjustment method and 
hence the VMR from in situ based methods were 
representative of the standard VMR throughout the 
vertical column of BL from OMI. Such conversions 
were required in order to perform a valid comparative 
study between the ground based and its concurrent BL 
VMR. 

Results 
Inter-annual Variations: 
Annual averages based on monthly means of GB 
data, PCA and BRD algorithms for each year were 
calculated and are given in Fig. 1. It is to be noted 
that OMI data from 2004 was considered for trend 
analysis.   It was found that GB values showed a 
steady decreasing trend between 2010 and 2012, 
where 15% reduction was found. The same trend 
was followed by both PCA and BRD algorithms, 
however BRD algorithm showed only a moderate 
annual variation while PCA showed a well defined 
annual variation where year 2006 had the highest 
SO2  value of 10 ppbv, followed by 2010 of 9 
ppbv, but after 2010 showed a decreasing trend of 
16% similar to GB data. However, BRD algorithm 
showed the highest value of only 5.4 ppbv in 2004, 
but  between  2010  and  2012  a  12 %  decreasing 
trend was shown. Thus all the three measurements 
resembled each other by showing a decline in SO2 
after 2010. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Inter-annual average values of GB 
data, OMI PCA & BRD algorithm retrievals. 
The vertical line represents 1 standard 
deviation. 
 
Seasonal Variations: 
Seasonal variations of GB values, PCA and BRD 
algorithm retrievals for the time period were 
estimated by calculating the overall monthly mean 
values and is displayed in figure-2. It is noted that 
there is no satellite overpass data for the month of 
June. The GB data showed a well marked seasonal 
difference where it started to increase from March 
(entire  period)  and  reached a  peak  value  of 9 
ppbv in July (entire period), but later on showed a 
decreasing trend until it reached a minimum value 
of 3.5 ppbv during December. The comparative 
study of the three methods showed that PCA 
algorithm overestimated, whereas BRD algorithm 
underestimated GB values. The underestimation of 
BRD algorithm might be due to the errors caused 
by   non-linear   relationship   between   the   band 
residual differences of three wavelength pairs 
selected in the BRD algorithm and high ozone 
residuals during high SO2  events, which limit the 
retrieval capacity of BRD algorithm (Yang et al., 
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2007 and 2009). It showed lower ranges between 3 
and 5 ppbv throughout the entire season, GB data 
ranged between 4 and 9 ppbv and PCA algorithm 
showed slightly higher ranges between 6 and 10 ppbv. 
Hence, the overall mean for the entire period for  PCA  
algorithm  was  almost  twice  as  that  of BRD 
algorithm (8.6 ppbv for PCA and 4.1 ppbv for BRD) 
and the GB data had medium range levels of 6.4 ppbv. 
PCA algorithm showed better seasonal variation 
similar to GB data,  with higher values until winter, 
but later on started to decline in spring where lower 
levels were maintained during this season. Contrary 
to this, BRD algorithm did not exhibit clear seasonal 
changes and measurements remained below 5 ppbv 
all throughout the entire period. The absolute overall 
relative percentage differences for PCA and BRD 
algorithms with GB data was almost the same at 35%, 
but in summer the relative percentage of differences 
between GB data  and  PCA  algorithm  was  higher  
when  it reached almost -80% . Besides this, PCA 
algorithm had  higher standard deviations of  almost 
double than that of BRD algorithm. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Overall seasonal variations of GB 
values, OMI PCA & BRD algorithm retrievals. 
The vertical line represents 1 standard 
deviation. 
 
Relationship between GB values and 
OMI PCA and BRD algorithm 
retrievals 
The  correlation  studies  were  conducted  between 
GB values and PCA algorithm, and GB data and BRD 
algorithm for each season based on their daily mean   
values.   Table   1   lists   the   correlation coefficient 
value (R) of PCA and BRD algorithms with GB 
values for each season. The table shows that PCA 
algorithm showed a better correlation result with GB 
values in comparison to BRD algorithm. However, 
only a moderate relationship was seen in PCA 
algorithm for all the seasons. The reason is also due 
to the daily mean values of GB data and a single 
overpass data from satellite data considered for this 
study. The background atmospheric conditions (such 
as pressure, humidity, wind speed, temperature), PBL 
dynamics (including turbulence, buoyancy, height) 
varies and various other parameters play an 
important role. The scatter plots of daily mean values 
between GB 

data and PCA algorithm, and GB data and BRD 
algorithm in Figs. 3(a) and (b) also showed that PCA 
algorithm agreed with GB data better than BRD 
algorithm, where the slope of the regression line was 
0.47 which was in contradiction with BRD algorithm 
where the slope was only 0.067. The monthly mean 
scatter plots (figure not shown) also supported this 
finding where the PCA algorithm had a slope of 
0.42 and BRD algorithm had only 
0.11. However, equivalent correlation coefficient 
values of 0.7 and 0.67 for PCA and BRD algorithms, 
respectively, between annual averages were found. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Scatter plots (Daily Mean): GB values 
& PCA (a); GB & BRD (b) algorithm retrievals 
 
Table 1: Correlation Coefficient between GB 
values & PCA algorithm retrievals and GB values 
& BRD algorithm retrievals over different seasons 
 

Season Summer Autumn Winter Spring 
PCA 0.34 0.37 0.38 0.39 
BRD 0.25 0.22 -0.04 0.07 
 
Conclusions 
A comparative study was carried out between OMI 
SO2  PBL products derived from BRD and PCA 
algorithms in relation to in situ GB measurements 
in  Sharpeville  from  2007  to  2013.  The  results
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showed that PCA algorithm overestimated GB data 
whereas BRD, which always had lower ranges thus 
underestimated GB data. A strong inter-annual 
variation was seen in both GB data and PCA 
algorithm than  BRD  algorithm. Nonetheless, the 
three measurements proved that SO2 levels reduced 
eventually after 2010. Similarly, clear seasonal 
changes were shown by both GB data and PCA 
algorithm whereas BRD algorithm showed fair 
variations. Besides this, the daily, monthly mean 
values further indicated that PCA values are 
correlated better with GB data than BRD values. 
 

The overall results thus proved that the newly 
developed PCA algorithm retrievals were in better 
agreement with GB values than BRD algorithm 
retrievals and could identify increase in SO2 values 
both on seasonal and yearly time scales. Thus the 
newly developed OMI PCA algorithm could be used 
as a surrogate for remote areas with no ground based 
stations, in examining SO2 variations in such areas 
on long time basis qualitatively. However, 
multivariate analysis between meteorological 
parameters, GB data and OMI data need to be 
carried out in order to study the inter-relationship 
between them. Hence, further research is necessary 
in order to rely on satellite based remote sensing 
retrievals better quantitatively. 
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Abstract 
Evaporation estimation is still a challenge for the atmospheric, agricultural and environmental sciences, particularly in the face of 
climate change. How can evaporation, an important component of the water balance, be measured or estimated routinely with 
reliable accuracy and precision? Different methods for measuring or estimating evaporation are reviewed. Remote sensing 
modelling methods have good spatial but poor temporal resolution compared to most other methods that have poor spatial but good 
temporal resolution. The Monin-Obukhov Similarity Theory (MOST) is applied to open water evaporation and the impact of climate 
change for differing scenarios is presented using a long-term dataset. 
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Introduction 
“The 1998 Republic of South Africa National Water Act 
refers to the possible prescription, by government, of 
methods for making a volumetric determination of water 
for purposes of water allocation and charges in the case of 
activities resulting in stream flow reduction. Given this 
scenario and the demand on water resources (and the 
widespread 2015/6 drought) it is important to consider how 
evaporation, one of the main components of the water 
balance, is to be measured or estimated with reliable 
accuracy and precision. Determination of reliable and 
representative evaporation data is an important issue of 
atmospheric research with respect to applications in 
agriculture, catchment hydrology and the environmental 
sciences, not only in South Africa. Long-term 
measurements of evaporation at different time scales and 
from different climate regions are not yet readily available” 
(Savage et al. 2004, Savage 2009). 

The field-measurement of total evaporation (mainly soil 
evaporation and transpiration) is of paramount hydro-
meteorological importance in determining the water use of 
vegetation, and open water evaporation. In general, studies 
on total evaporation measurement are limited due to the 
high cost of instrumentation and sensors, instrumentation 
battery power requirements and the difficulty in obtaining 
real-time measurements in, for example, remote areas. 
Furthermore, many micrometeorological measurement 
methods require site homogeneity, adequate fetch, neglect 
of advection influences and application of the Monin-
Obukhov similarity theory (MOST) (Foken 2006). 

Point (single-level such as eddy covariance), profile and 
line-averaged (such as Bowen ratio, other profile methods 
and scintillometry) atmospheric measurements have been 
used to measure sensible heat. Sensible heat is driven by 
vertical temperature differences between the canopy or soil 
surface and overlying air. By contrast, latent energy (LE) 
(evaporation) is driven by vertical water vapour pressure 
differences between those just above the canopy or soil 
surface and that of overlying air. 

Eddy covariance is widely regarded as the standard method 
for the determination of fluxes above a surface. The method 
is however expensive and requires many corrections and 
high skill. In addition, the method has a high power 
requirement that is problematic for measurements above 
water. Near real-time estimates are not possible, until 
recently. Platforms or other methods for supporting the 
eddy covariance instruments are subject to vibration with 
potential measurement error. 

Remote sensing methods, while having good spatial 
resolution, have poor temporal resolution and are impacted 
on by clouds particularly for summer rainfall areas. 

There have been very few investigations of open-water 
evaporation that have used the MOST method. MOST 
semi-empirical theory has stood the test of time and has 
been used for the estimation of entity fluxes in many 
different systems under a variety of atmospheric conditions 
and climates (Savage et al. 2004, Foken 2006, Savage 2009, 
2010a). 

Open water evaporation estimation using the surface energy 
balance and methods such as surface renewal (Mengistu 
and Savage 2010b, temperature variance or Penman-
Monteith requires measurements or algorithms to obtain the 
available flux from the surface net irradiance and the water-
stored heat flux. Both measurements and estimations are 
much more difficult for water bodies. In particular, sub-
hourly stored heat fluxes are variable to the extent that 
smoothing when using the energy balance equation 
(Mengistu and Savage 2010a) is not sufficiently accurate 
for reliable results. 

The aim of this work is to very briefly review the status of 
open evaporation estimation and to give two examples, viz., 
MOST and the reference evaporation (ETo) methods 
applied to open water evaporation estimation over Midmar 
Dam, South Africa using normal micrometeorological 
measurements but with the addition of water-surface 
temperature for the MOST method. The MOST method 
requires the relevant flux equations to be solved iteratively 
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by varying the surface roughness parameter to minimise the 
differences between MOST-modelled and measured 
momentum, sensible heat and/or latent energy fluxes. In 
addition to this main aim, the impact of climate change on 
open water evaporation was investigated using a 25-year 
weather dataset and a 50-year stochastically generated set 
of daily weather data. 

Instrumentation and Method  
Apart from the climate change investigation using reference 
evaporation, measurements used in this study are shown in 
Table 1. The measurement height was 2 m above the water  

Table 1 Details of MOST (sub-daily) and reference ETo 
(daily) measurements for estimating open water 
evaporation 

Method Measurement 
Monin-Obukhov 
similarity theory 

Air temperature, water vapour 
pressure, wind speed and sur-
face water temperature 

ETo Solar irradiance, air tempera-
ture, water vapour pressure 
and wind speed 

 
surface. The following assumptions for application of 
MOST to open water, implemented in a spreadsheet, were 
made in respect of the surface boundary conditions of a 
water surface and above-surface atmosphere: 
 

1. due to the friction imparted by the water surface to 
the overlying air, it is assumed that wind speed Uo = 0 
m s-1 at roughness height zo (m) above the surface; 
 
2. the surface temperature To is estimated using an 
infrared thermometer suspended 2 m above the water 
surface. Infrared radiation absorption by the water 
surface, within even a few millimetres, would invalidate 
thermocouple surface temperature measurements; 
 
3. the specific humidity just above the water surface is 
the saturated value at the temperature To – viz., qo = 
qs(To). This assumption would be invalid in the case for 
sea water or other highly saline waters; 
 
4. other inputs include the measurement height and the 
roughness lengths zo, zoT and zow for momentum, 
sensible heat and latent energy fluxes respectively. 
Blanc (1983) recommended zo = zoT = zow = 0.0002 m 
and this was confirmed using eddy covariance (EC) 
measurements of sensible heat flux (data not shown). 
The various MOST functions used for the iterative 
evaluation of the various fluxes are shown in Table 2 – 
mostly based on Högström (1996). 

 
The Climgen (v4.2) software (Stöckle et al. 2001), based on 
Richardson and Wright (1984), was used to generate a 50-

year daily data set of maximum and minimum air 
temperatures using measured daily temperatures for Cedara 
for the period 1990 to 2015. The generated daily values 
were adjusted according the following climate scenarios: 
 
scenario A: no adjustments (baseline conditions); 
 
scenario B: an increment of 2 oC to the daily average air 
temperature weighted according to daylength and 
nightlength; 
 
scenario C: an increment of 4 oC to the daily average air 
temperature weighted as in scenario B. 
 
These temperature scenarios assume that they result from 
increased concentration in carbon dioxide with scenario B 
within the IPCC (2013) temperature ranges of 1.1 to 2.6 °C 
(scenario RCP4.5) and 1.4 to 3.1 °C (RCP6.0) and scenario 
C within the temperature range 2.6 to 4.8 °C (RCP8.5). 
 
A 25-year dataset consisting of daily maximum and 
minimum air temperatures for Cedara, South Africa, was 
used to generate a 50-year dataset that was manipulated to 
reflect the various climate change scenarios. The generated 
daily minimum and maximum air temperatures were used 
to determine daily ETo and hence open water evaporation 
for each scenario from which annual totals were compute 

 
 
 
 

Table 2 The various fluxes and corresponding universal 
semi-empirical MOST functions applicable for a wide 
range of surfaces from forests to water for unstable and 
stable conditions where  𝜁𝜁 is a dimensionless stability 
parameter determined through iteration 

Fluxes Momentum 
𝜑𝜑𝐶𝐶  

Sensible 
heat 𝜑𝜑ℎ 

Latent 
energy 𝜑𝜑𝑤𝑤 

Univer- 
sal func- 
tion (un- 
stable) 

(1 −
19 𝜁𝜁)−1/4  
−2 < 𝜁𝜁 < 0  

0.95 (1 −
11.6 𝜁𝜁)−1/2  
−2 < 𝜁𝜁 < 0 

(1
− 16 𝜁𝜁)−1/2 
−1 < 𝜁𝜁
< −0.1 

Dyer and 
Hicks (1970) 

Univer- 
sal func- 
tion 
(stable) 

1 + 5.3 𝜁𝜁 
0 < 𝜁𝜁 < 0.5 

1 + 8.0 𝜁𝜁 
0 < 𝜁𝜁 < 0.5 

1 + 8.0 𝜁𝜁 0
≤ 𝜁𝜁 ≤ 0.5 
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Table 3 Instrumentation details, including sensor accuracy (adapted from manufacturer specifications) 
Measurement Instrument 

model 
Supplier Comment(s) 

Air temperature Tz at 
height z = 2 m (oC)  

HC2S3 Rotronic AG 
(Bassersdorf 
Switzerland) 

Accuracy at 23 °C: ±0.1°C with standard configuration 
settings. Due to the optical properties of water in efficiently 
reflecting solar irradiance at low solar angles, a 10-plate Gill 
radiation shield was required for air temperature and relative 
humidity measurements 

Relative humidity (%) 
for determining qz (kg kg-1) 

HC2S3 Rotronic Accuracy between 10 and 30 °C: ±0.8 % RH with standard 
configuration settings 

Sonic anemometer Uz 
(m s-1) 

CSAT3 Campbell 
Scientific 
(Logan, UT, 
USA) 

Wind speed: accuracy ±0.08 m s-1; resolution 0.001 m s-1; range 
0 to 30 m s-1 

Water-surface temperature 
To (oC) and for determin-
ing qo = qs(To) (kg kg-1) 

Model SI-
111, SI-121 

Apogee 
Instruments 
(Logan, UT, 
USA) 

Model SI-111 field of view (FOV) = 22.0°; model SI-121 FOV 
= 18.0°. For target temperature within 20 °C of sensor body 
temperature: accuracy ±0.2 °C (SI-111, SI-121); uniformity 
±0.1 °C; repeatability ±0.05 °C 

Results and Discussion  
The MOST and eddy covariance (EC) methods for estimating 
open water evaporation were compared. The EC data quality 
assurance protocols followed for data rejection resulted in an 
EC rejection rate of about 59 % for daytime hours and 69 % 
for nighttime. It was therefore not possible to obtain reliable 
estimates of daily evaporation LE using the EC method. At 
times, there was very good comparison between the EC and 
MOST methods for estimating LE (R2 of 0.64 and a slope of 
0.89 for LE_MOST (y) and LE_EC (x) for 30-min quality-
assured data for the period 12th February to 24th March 2016). 
The MOST method yielded the most consistent estimates of 
sensible heat flux H and LE and allowed the 30-min estimates 
to be scaled to a daily timescale and compared with the daily 
estimates obtained using a Penman-Monteith (PM) model 
implementation using equilibrium temperature ((Edinger et 
al. 1968) as further developed by Keijman and Koopmans 
(1973) and de Bruin (1982)) for the period 14th February to 
25th May 2016. Daily Penman-Monteith open water estimates 
were within 9.2 % of MOST evaporation measurements with 
the former being lower. 

Correction to the water surface temperature To for water-
surface emissivity and reflected backward infrared irradiance 
resulted in a consistent bias of 0.037 oC. This increase 
resulted in an increase of all LE_MOST estimates by 1.72 %. 
Applying this correction allowed MOST to be used without 
the need for measurement of the reflected background 
infrared irradiance and resulted in PM and MOST estimates 
of daily evaporation agreeing to within 10.7 %. The mean PM 
daily estimate of evaporation for the study period 14th 
February to 25th May 2016 was 2.88 mm compared to 3.26 
mm for the mean corrected MOST method. 

MOST estimates of evaporation using land-based wind speed 
measurements resulted in poor agreement with previous 
estimates obtained using the above-water wind speed (data 
not shown). The nighttime MOST evaporation represented 
43.5 % of the total (24-hour) evaporation over the 101 days 
of the measurement study with the daytime evaporation 

therefore representing 56.4 %. The influencing factor or 
driving force for this significant amount of evaporation 
during the nighttime appeared to be wind speed – the total 
cumulated nighttime hours wind run was 41.7 % of the total 
wind run and 58.3 % for the daytime. 

 

Fig. 1. Wind run for the day, daytime and nighttime hours for 
14th February 2016 (day 44) to 25th May (day 145) 

Using the MOST method, the dominant term of the energy 
balance, the evaporative flux, was 86 % of the available 
energy flux (Fig. 2). Sensible heat flux was the smallest 
component of the energy balance, slightly less than the 
estimated water-stored heat flux S, and about 12 % of net 
irradiance Rnet. 
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Fig. 2. Cumulated energy balance fluxes (MJ m-2) from 
MOST H and LE estimates and measurements of net 
irradiance Rnet with stored heat flux S calculated as a residual 
of the energy balance for the study period 

Open water evaporation was estimated using a daily Penman-
Monteith approach (Allen et al., 1998) using a “crop” factor 
of 1.05. The Hargreaves and Samani (1982, 1985) approach 
was used to calculate daily solar radiation from the daily 
range in air temperature and the extraterrestrial solar 
radiation. The results of these calculations are shown in Table 
4. There is a slight increase in the 50-year total annual 
evaporation for scenarios B from 952.9 to 065.8 mm (1.4 %) 
and C from 952.9 to 977.7 mm (2.6 %). The increases in 
maximum and minimum air temperatures did not change the 
daily range in air temperature and therefore the calculated 
daily solar radiation remained much the same. If the daily 
maximum and minimum temperatures were increased 
asymmetrically (Karl et al., 1993), the solar radiation would 
have decreased with likely decreases in open water 
evaporation estimates. 

Table 4 Total annual open water evaporation for the three 
climate change scenarios A, B and C, using the stochast-
ically-generated 50-year dataset, using the Penman-
Monteith approach and a “crop” factor of 1.05 

 Scenario A 
(baseline) 

Scenario B 
(+ 2 oC) 

Scenario C 
(+ 4 oC) 

Total 952.9 965.8 977.7 
Minimum 907.0 920.5 933.2 
Maximum 982.3 995.8 1008.3 

 
Conclusions 
There was a high rejection of eddy covariance (EC) estimates 
of evaporation and therefore it was not possible to estimate 
daily evaporation using the EC method. The energy balance 
components for open water were determined using the MOST 
method. Climate change impacts on evaporation were 
relatively minor assuming symmetric nighttime and daytime 
air temperature increases. 

Acknowledgements 
Financial support from the Water Research Commission, 
National Research Foundation and the University of 
KwaZulu-Natal is gratefully acknowledged. Dr A.D. Clulow, 
Mr J.M. Pasi and L. Myeni assisted with data collection. Mr 
S. Strydom provided the stochastically-generated 50-year 

dataset. The Agricultural Research Council provided the 25-
year daily air temperature dataset. 

References 
Allen, R.G., Pereira, L.S., Raes, D. and Smith, M. (1998). 

Crop Evapotranspiration - Guidelines for Computing 
Crop Water Requirements. FAO Irrigation and Drainage 
Paper 56 FAO.  Food and Agriculture Organization of the 
United Nations Rome, Italy. 315 pp. 

 
Blanc, T.V. (1983). An Error Analysis of Profile Flux, 

Stability, and Roughness Length Measurements Made in 
the Marine Atmospheric Surface Layer. Boundary-Layer 
Meteorology, 26: 243–267. 

 
de Bruin, H.A.R., 1982. Temperature and energy balance of 

a water reservoir determined from standard weather data 
of a land station. Journal of Hydrology, 59: 261–274. 

 
Dyer, A.J. and Hicks, B.B. (1970). Flux-Gradient 

Relationships in the Constant Flux Layer. Quarterly 
Journal of Royal Meteorological Society, 96: 715–721. 

 
Edinger, J.E., Duttweiler, D.W. and Geyer, J.C. (1968). The 

Response of Water Temperatures to Meteorological 
Conditions. Water Resources Research, 45: 1137–1143. 

 
Foken, T. (2006). 50 years of the Monin-Obukhov Similarity 

Theory. Boundary-Layer Meteorology, 119: 431–447. 
 
Hargreaves, G.H. and Samani, Z.A. (1982). Estimation of 

Potential Evapotranspiration. Journal of Irrigation and 
Drainage Division, Proceedings of the American Society 
of Civil Engineers 108, 223–230. 

 
Hargreaves, G.H. and Samani, Z.A. (1985). Reference Crop 

Evapotranspiration from Temperature. Applied 
Engineering in Agriculture, 1: 96–99. 

 
Högström, U. (1996). Review of Some Basic Characteristics 

of The Atmospheric Surface Layer. Boundary-Layer 
Meteorology, 78: 215–246. 

 
IPCC, 2013: Climate Change 2013: The Physical Science 

Basis. Contribution of Working Group I to the Fifth 
Assessment Report of the Intergovernmental Panel on 
Climate Change [Stocker, T.F., Qin, D., Plattner, G.-K., 
Tignor, M., Allen, S.K., Boschung, J., Nauels, A., Xia, 
Y., Bex, V. and Midgley P.M. (eds.)]. Cambridge 
University Press, Cambridge, United Kingdom and New 
York, NY, USA, 1535 pp. 

 
Karl, T.R., Jones, P.D., Knight, R.W., Kukla, G., Plummer, 

N., Razuvayev, V., Gallo, K.P., Lindseay, J., Charlson, 
R.J., and Peterson, T.C. (1993). Asymmetric Trends of 
Daily Maximum and Minimum Temperature. Bulletin of 
the American Meteorological Society, 74: 1007–1023. 

 
Keijman, J. and Koopmans, R. (1973). A Comparison of 

Several Methods of Estimating the Evaporation of Lake 

0

150

300

450

600

750

900

44 64 84 104 124 144E
ne

rg
y 

ba
la

nc
e 

fl
ux

es
 (

M
J 

m
-2

)

Day of year (2016)

Rnet LE H S



127 

 

Flevo. Proc. Int. Assoc. Hydrol. Sciences, Helsinki, 
Finland. Symp. Hydrol. Lakes, pp. 225–232. 

 
Mengistu, M.G. and Savage, M.J. (2010a). Open Water 

Evaporation for a Small Shallow Dam in Winter Using 
Surface Renewal and Eddy Covariance Methods. Journal 
of Hydrology, 380: 27–35. 

 
Mengistu, M.G. and Savage, M.J. (2010b). Surface Renewal 

Method for Estimating Sensible Heat Flux. Water SA, 36: 
9–17. 

 
Richardson, C.W. and Wright, D.A. (1984) WGEN: A Model 

for Generating Weather Variables. US Department of 
Agriculture, Agricultural Research Service, ARS-8. 

 
Savage, M.J. (2009). Estimation of Evaporation Using a 

Dual-Beam Surface Layer Scintillometer and Component 
Energy Balance Measurements. Agricultural and Forest 
Meteorology, 149: 501–517. 

 
Savage, M.J. (2010). Sensible Heat Flux for Estimating 

Evaporation. D.Sc.Agric. thesis, University of KwaZulu-
Natal, South Africa. 343pp. 

 
Savage, M.J., Everson, C.S., Odhiambo, G.O., Mengistu, 

M.G. and Jarmain, C. (2004). Theory and Practice of 
Evaporation Measurement, With Special Focus on 
Surface Layer Scintillometry as an Operational Tool for 
the Estimation of Spatially Averaged Evaporation. Water 
Research Commission Report No. 1335/1/04, p204, 
ISBN 1-77005-247-X. 

 
Stöckle, C.O., Nelson, R., Donatelli, M., and Castellvì, F. 

(2001). ClimGen: A Flexible Weather Generation 
Program 2001, 2nd Int. Symp. Modelling Cropping 
Systems, Florence, Italy 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
.



128 

 

Comparison between Aerosol Optical Depth acquired from Sun 
Photometer and MODIS satellite over Durban   
Priyanka Singh1,2*, V. Sivakumar1, Michael Gebreslasie2 

 
1Discipline of Environmental Science, School of Agriculture Earth and Environmental Science, College of 

Agriculture, Engineering and Science, Westville Campus, University of KwaZulu-Natal, Durban 4000, South 
Africa. 

2Discipline of Physics, School of Chemistry and Physics, College of Agriculture, Engineering and Science, 
Westville Campus, University of KwaZulu-Natal, Durban 4000, South Africa. 

*corresponding author: priysingh91@gmail.com 
 

Abstract 
Due to the ubiquitous and inconsistent nature of aerosol loads, multiple instrumentation are required to measure 
their loads. Long-term, detailed measurements from satellites, ground-based instruments and weather data are 
required to adequately measure aerosols for a given area. This study uses the preliminary results from the ground-
based Durban sun photometer (part of the AERONET federated group) to compare aerosol optical depth at 550 
nm (AOD) to the satellite Moderate Resolution Imaging Spectroradiometer (MODIS) for the Aqua, Terra plus 
Aqua and Terra combined (average of both) datasets for the dark target (DT) and deep blue (DB) retrieval 
algorithms to validate satellite retrievals. The results show moderate correlations between MODIS Terra and 
AERONET for both DB (R2 = 0.70) and DT (R2 = 0.60), and between MODIS Aqua and AERONET for DB 
(0.68). Good correlations were noted for MODIS Terra and Aqua merged for both DB (0.79) and DT (0.74). It 
was concluded that for certain seasons MODIS predicted AOD better than other seasons and that usage of MODIS 
sensors and recommendations are quite complicated and specific to certain regions.  
 
Key Words: Aerosols, Aerosol Optical Depth, AERONET, MODIS radiometry, dark target, deep blue  
 
I. Introduction 
 
Recently, Adesina, et al., (2014), Kumar, et al., 
(2013) and Sivakumar, et al., (2010) used 
AERONET stations operational around South 
Africa, in Pretoria, Skukuza, Bethlehem and 
Johannesburg to study aerosol optical properties and 
compared the measurements with satellite 
instrumentation. Additionally, the Southern African 
Regional Science Initiative (SAFARI 2000) 
followed SAFARI 92 and 94 was also a major 
surface, airborne and space-borne field campaign 
undertaken in southern Africa in 2000 and 2001. 
These campaigns covered extensive phenomena 
relating to atmosphere interactions and the 
biogeochemical functioning of the southern African 
climate (Swap, et al., 2003). However despite the 
aforementioned studies, there still exist 
inconsistencies in understanding aerosol properties 
in many parts of the world, especially in Southern 
Africa due to the significant lack of ground-based 
monitoring stations (Sivakumar, et al., 2009). There 
are not enough monitoring stations to gauge aerosol 
climatology of the whole country, therefore there is 
a requirement for satellite validation studies in South 
Africa. This is especially true for Durban, due to the 
lack of continuous ground based monitoring in 
Durban and the presence of industrial activity and 
agricultural activity which can potentially generate 
varying aerosol species. Aerosol optical depth 
(AOD) is an important parameter to determine the 
climate forcing of aerosols. AOD is a measure of the 
degree to which aerosols inhibit the transmission of 

light by absorption or scattering of light (Kaufman, 
et al., 2002).  This study will compare AOD derived 
from the Moderate Resolution Imaging 
Spectroradiometer (MODIS) dark target (DT) and 
deep blue (DB) retrieval algorithms for both the 
Aqua and Terra sensors also one merged Terra and 
Aqua  (the average of Terra and Aqua) with sun 
photometer derived AOD from January – September 
2014, using correlation statistical analysis. The DT 
algorithm has specific algorithms for land and ocean 
and covers dark vegetated surfaces. The deep blue 
algorithm is a land retrieval only, in particular, DB 
has been expanded to cover vegetated land surfaces 
as well as brighter desert/urban areas (Sayer, et al., 
2014). Both algorithms were compared in order to 
determine, which algorithm better suits Durban. The 
DT algorithm is expected to work better for Durban 
than DB, due to Durban being a coastal city and due 
to the prevalence of dark vegetation (Mucina & 
Rutherford, 2006).  
 
II. Dataset 
 
This study made use of area averaged, C6, level 3 
data, at the nominal 10 km spatial scale, MODIS 
Terra and MODIS Aqua gridded atmospheric daily 
product which contained daily 1 x 1 degree grid 
average values of atmospheric parameters, for both 
the DT and DB algorithms. Area averaged MODIS 
AOD at 550 nm were extracted for Durban and daily 
average AOD was downloaded from the Durban sun 
photometer located at the University of KwaZulu – 
Natal was also used. MODIS AOD550 properties 

mailto:priysingh91@gmail.com


129 

 

were downloaded from 
http://giovanni.gsfc.nasa.gov/giovanni/. AOD 
derived from MODIS Terra, MODIS Aqua and 
MODIS Terra and Aqua combined (averaged) for 
both the DT and DB retrieval algorithms were 
compared with the sun photometer derived AOD. 
Statistics were generated for MODIS derived AOD 
and the sun photometer derived AOD for Durban. 
Only days where measurements were available for 
both instrumentation were included in the analysis. 
The means and the standard deviations of MODIS 
and sun photometer derived AOD were also 
compared for Durban. MODIS measurements were 
compared against the sun photometer for Durban by 
using regression statistical analysis and determining 
the R2 correlation coefficient. R2 is one measure of 
how well a model can predict the data, and falls 
between 0 and 1. The higher the value of R2, the 
better the model is at predicting the data. 
Where 𝑦𝑦� represents the calculated values of 𝑦𝑦 
and 𝑦𝑦� is the mean of 𝑦𝑦, 𝑅𝑅2 is defined as: 

𝑅𝑅2 = 1 −   
∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�)2𝑛𝑛
𝑖𝑖=1

∑  (𝑦𝑦𝑖𝑖𝑛𝑛
𝑖𝑖=1 − 𝑦𝑦�)2

 

 
For the analysis, it is important to interpolate the 
AOD values from each sensor to a common 
wavelength. The sun-photometer AOD wavelength 
was, therefore, converted to the MODIS AOD 
wavelength using the power law: 

𝐴𝐴𝐴𝐴𝐷𝐷𝑎𝑎 = 𝐴𝐴𝐴𝐴𝐷𝐷𝑂𝑂 �
𝑎𝑎
𝑏𝑏
�
−𝑇𝑇𝐸𝐸

 
 
Where a = 550 nm for MODIS, b = 500 nm for 
AERONET, and AE is the Ångström exponent (α440–

870) (Kumar, et al., 2015).  
 
III. Results and Discussion 
 
a. Comparison between different MODIS 
retrieval algorithms and AERONET 
 
Table 1. depicts the R2 (square of the correlation 
coefficient) between sun photometer and MODIS 
observations. From Table 1 it can be noted that for 
Durban, DB has a higher R2 (0.70) for the Terra 
sensor than DT (0.60), however, DT performed 
better for the Aqua sensor with a higher R2 (0.78) 
than the value for DB (R2 = 0.68). The Terra and 
Aqua sensors correlated better using the DT 
algorithm (R2 = 0.65) than the DB algorithm (R2= 
0.55). Due to the varying correlations, aqua and terra 
values were averaged and the merged dataset was 
used to perform correlations. DB performed better 
for the merged dataset with a higher R2 (0.79) value 
than DT (0.74). The low correlation observed 
between MODIS Terra and the sun photometer for 
Durban, using DT and DB, was also noted for 
Durban by Kumar et al., (2015), who have studied 
AOD from 2005 to 2011, using sun photometer 
observations from Skukuza to validate results. 

Numerous researchers have been performing inter 
comparisons between retrievals from AERONET 
sun photometers and MODIS for several years.  Sun, 
et al., 2008, showed a moderate correlation between 
MODIS Terra and sun photometer derived AOD 
over seas around China (R2 = 0.68), however, better 
results were noted during certain seasons such as 
spring (R2 = 0.77). More, et al., (2013) also noticed 
strong correlations on the seasonal scale  between 
MODIS and sun photometer derived AOD over 
Pune, India with seasonal R2 values ranging from 
0.62 – 0.93 (More, et al., 2013). For South Africa in 
particular, the Multi-angle Imaging Spectro 
Radiometer (MISR) satellite performs better than 
MODIS, when comparing with AERONET 
retrievals (Diner, et al., 2001, Kumar, et al., 2015). 
There are many parameters that should be 
considered when using different sensor sources such 
as retrieval algorithms, consistency, revisit times, 
instrument calibration, cloud screening, data 
availability, algorithm assumptions regarding 
aerosol microphysical properties and surface 
boundary environments (Kahn, et al., 2009).   
 

Table 1. R2 value obtained by linear and 2nd 
degree interpolation for the different retrieval 
algorithms on common days from January – 
December 2014. 
Algorit
hm 

AERON
ET vs. 
Terra 

AERON
ET vs. 
Aqua 

Ter
ra  
vs. 
Aq
ua 

Terra 
and 
Aqua vs. 
AERON
ET 

  R2 R2 R2 R2 
Deep 
Blue 

0.70 0.68 0.5
5 

0.79 

Dark 
Target 

0.60 0.78 0.6
5 

0.74 

 
b. Monthly AOD trends from AERONET and 
MODIS sensors  
 
Fig. 1 and Fig. 2, depicts the monthly averaged AOD 
values at 550 nm obtained from MODIS Aqua and 
Terra sensors and the sun photometer over Durban 
from January to December 2014 (for MODIS 
sensors) and from January to September 2014 (for 
the sun photometer), using the DT and DB algorithm 
respectively. From Fig. 1 for the DT algorithm, it can 
be ascertained that MODIS Aqua and Terra merged 
derived AOD is closer to the sun photometer values 
than MODIS Terra and MODIS aqua derived AOD, 
whereas for the DB algorithm, MODIS Aqua AOD 
appears closer to the sun photometer derived AOD. 
The MODIS sensors, for both algorithms (DT and 
DB), depict a rise in AOD from February to March, 
whereas the sun photometer depicts a drop in AOD 
values during this time. AOD values decreased from 

http://giovanni.gsfc.nasa.gov/giovanni/
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March to April, for both the sun photometer and 
MODIS sensors. From April to July, both the sun 
photometer and MODIS derived AOD remained at 
low values and quite constant (<0.2). For all 
instruments and sensors, and for both algorithms, 
AOD increase from July to August.  AOD then 
decreased drastically for the sun photometer from 
August to September. AOD was still high for both 
the MODIS sensors and algorithms from August to 
September and then decreased from September to 
October. AOD derived from the MODIS sensors 
from October to December remained relatively low. 
Fig. 1 (DT algorithm) displays some seasonal 
variation, with maximum values depicted during 
August (sun photometer) with AOD means greater 
than 0.2 for both sensors, for Durban. From Fig. 2 
(DB algorithm), MODIS derived AOD is <0.2 and 
always less than sun photometer derived AOD, for 
all sensors, including Terra and Aqua merged, this 
means that the DB algorithm underestimated AOD 
during all months studied. The underestimation of 
AOD could be due to sensor calibration error or an 
unsuitable assumption about the ground surface 
reflection (Chin, et al., 2002; Sayer, et al., 2014). 
This points towards inconsistencies between the 
aerosol microphysical and optical properties used in 
the retrieval algorithm and in the real situation thus 
suggesting an underestimation of AOD by MODIS 
with regards to AOD retrieval (Tripathi, et al., 2005). 
From February of 2014, the MODIS DT algorithm 

derived AOD was greater than the sun photometer 
derived AOD, thus suggesting an overestimation of 
AOD by the DT algorithm. This supports findings 
from Sayer, et al., (2014), a study that has validated 
MODIS Aqua sensor DB and DT algorithms using 
111 AERONET sites, suggesting that while one 
algorithm does perform better than the other on 
occasion, performance of retrieval algorithms are 
region specific and complicated. 
 
IV. Summary 
 
This study made use of data from MODIS sensors 
and the sun photometer located in Durban. Moderate 

correlations can be observed when using both 
retrieval algorithms (DT and DB) during certain 
months. Similar to the results in this study, low to 
moderate correlations, with higher seasonal 
correlations were found between MODIS and 
AERONET for various studies over India, China and 
Illinois and southern Africa (More, et al., 2013, Bibi, 
et al., 2015, Sun, et al., 2008, Khan, et al., 2009, 
Diner, et al., 2003, Kumar, et al., 2015). Therefore, 
when using satellite measurements to obtain aerosol 
characteristics it is important to consider the time of 
year, retrieval algorithms, consistency, revisit times, 
instrument calibration, cloud screening, data 
availability and algorithm assumptions. 
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The 800 MW Kudu power project in south-west Namibia is a Combined Cycle Gas Turbine (CCGT) that will use natural gas 
from the Kudu gas field located in the Atlantic Ocean, 170km off-shore. The Kudu Project aims to respond to the increased power 
demand in the southern African region and to limit Namibia’s importation of energy from South Africa. The proposed site for the 
CCGT power plant is located at Uubvlei (~25 km north of Oranjemund town). The proximity of the ocean to the proposed site 
means that it will significantly influence the meteorological factors that have an effect on pollution dispersion in the atmosphere. 
The overall aim of this paper is to analyse the air pollution characteristics of the study region on the basis of an integral Air 
Dispersion Potential (ADP) index. This index combines the parameters responsible for the spreading of pollutants in the 
atmosphere and indicates if the conditions are unfavourable, moderate or favourable for the dispersion of pollutants. The period 
with the most favourable ADP values is summer during daytime and the most unfavourable conditions for pollution dispersion are 
found in winter during the night. It was found that overall, the biggest contributor to favourable dispersion of air pollution in the 
region is the Monin-Obukhov Length. Wind speed mostly contributes moderately to ADP while mixing height is predominantly 
unfavourable. 
 
Keywords – Air Quality, Wind Velocity, Monin-Obukhov Length, Atmospheric Stability 

 
Introduction 

Meteorological science is becoming an important tool in 
economic development projects, agricultural practices, 
environmental protection, air pollution dispersion, solar and 
wind power developments, urban planning, forensic 
investigations, insurance, weather and climate predictions, 
health exposure studies and many more. In particular, the 
energy sector, which plays a major role in the development 
of any country and in the eradication of poverty, demands 
meteorological information. Theoretical and modelling 
results can be utilized for assessing the background climatic 
and air quality conditions needed for planning and design in 
many fields of human activities.  
 
The meteorology of an area, together with the technological 
characteristics of an emission source are two of the most 
important factors in determining the way in which pollutants 
disperse in the Planetary Boundary Layer (PBL) and plays a 
role in determining the diluting effects of the atmosphere 
(Kanevce et al, 2006). The information on the type and 
emission rate of pollutant sources, observed concentrations 
and air pollution modelling results are all tools for making 
policy and planning decisions, developing and updating air 
quality regulations and management plans at national, 
provincial, district and local levels. 
 
The atmosphere is the medium in which emitted pollutants 
from various natural and man-made sources are transported 
by winds and dispersed by numerous processes. The ever 
present atmospheric boundary layer turbulence is a major role 
player in the diffusion process. The air pollution phenomenon 
is further determined and complicated by the interaction of 
pollutants with underlying surfaces (land, vegetation, water 
bodies) and precipitation events, all of which are associated 
with different physical and chemical processes.  
 
The characterization of the ability of the atmosphere to 
adequately dilute and disperse any admixture is often referred 

as Air Pollution Potential (Holzworth, 1967) or in this paper 
as Air Dispersion Potential (ADP). The PBL processes which 
contribute to the dispersal potential of any area are turbulent 
eddy movement and advection due to the motion of air 
masses by the wind (Stokie, 2011).  Therefore, the PBL 
parameters chosen to represent the ADP in this paper are the 
horizontal wind velocity, the PBL height and the atmospheric 
stability.  
 

Wind Velocity 
 
Horizontal winds, measured in meters per second (𝐼𝐼. 𝑝𝑝−1), 
have a significant effect on the dispersion of pollution in the 
atmosphere. Increased wind speed means an increase in the 
volume of air being transported in a period of time (Liu, 
2000). As described by the Gaussian equation (Eq. 1), if the 
emission rate of a pollutant is kept constant, a doubling in 
wind speed will cause the concentration of the pollutant to 
halve (Cimorelli et al., 2004). 
 

𝐶𝐶(𝑥𝑥,𝑦𝑦, 𝑧𝑧) =  𝑄𝑄
2𝜋𝜋𝜎𝜎𝑦𝑦 2𝜎𝜎𝑧𝑧𝑈𝑈

exp �−𝑦𝑦
2

2𝜎𝜎𝑦𝑦 2
� �exp �−(𝑧𝑧−ℎ)2

2𝜎𝜎𝑧𝑧 2
� +

                    exp �−(𝑧𝑧+ℎ)2

2𝜎𝜎𝑧𝑧 2
��        (1) 

 

 
In the Gaussian equation (Eq.1), 𝐶𝐶 is the concentration of 
pollution at the location 𝑥𝑥,𝑦𝑦, 𝑧𝑧. 𝑄𝑄 is the rate at which 
emissions exit the source and U is the average wind speed 
measured at stack height. σy is the standard deviation of 
concentration distribution in the horizontal and σz is in the 
vertical, both parameters are stability dependant. 

 𝐻𝐻 represents the combination of the physical height of the 
stack and the rise of the plume as it exits the stack, 𝑥𝑥 is the 
distance downwind from the stack, 𝑦𝑦 is the crosswind 
distance from the plume centreline and 𝑧𝑧 is the vertical 
distance from the surface of the earth (Stokie, 2011). 
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Planetary Boundary Layer (PBL) height 
 

The mixing height, also known as the height of the PBL, is 
measured in meters (𝐼𝐼), and can be defined as the height 
above the surface of the earth where turbulent air-flow is 
present. Mixing height is a key parameter when 
characterizing the air pollution climate of a region because it 
controls the extent of the vertical mixing process. Theoretical 
studies have shown that key factors which determine its 
growth are the mechanical turbulent flux and the atmospheric 
stability. 
 

Atmospheric Stability 
 

Atmospheric stability is the tendency of the atmosphere to 
increase or suppress vertical movement and it affects the 
concentration of pollutants. A stable atmosphere will cause 
higher pollutant concentrations and inhibit dispersion while 
in an unstable atmosphere, pollutant concentration will be 
less and dispersion will increase (Faiz, 1990). In this paper, 
Monin-Obukhov Length (MOL), measured in meters (𝐼𝐼), is 
used in order to describe atmospheric stability. 
 
Methodology & Data 

In this research paper, Air Dispersion Potential (ADP) is 
implemented. This is a novel, comprehensive and 
contemporary representation of the characteristics of air 
pollution. ADP is a joint probability distribution which takes 
into account the combined effect of all relevant dynamic, 
thermodynamic and turbulence processes which determine 
the conditions of air pollutant dispersion in the atmosphere. 
Modelled meteorological data is analyzed on the basis of 
contemporary statistical and time-space series techniques in 
order to produce the ADP index for the region. The ADP 
index uses the input information required to run 
contemporary dispersion models which includes the dynamic 
factors wind velocity (�V�⃗ �) preferably at several levels in the 
atmosphere, appropriate atmospheric stability information 
(Monin-Obukhov length (L)), height of the planetary 
boundary layer (H) and/or inversion height (Hinvesrion) and 
turbulence parameters.  
 
The ADP index is based on the conditional probability 
distribution of these parameters which allows constructing 
the relevant probability tree. This means that the probability 
of the comprehensive ADP index is the multiple of 
probabilities for wind speed P(�V�⃗ �), height of the planetary 
boundary layer P(H) and stability P(L). Therefore, the 
probability tree for individual realization of the parameters 
will be: 

     P(ADP)=P(�V�⃗ �)P(H)P(L)       (2) 

Eq. (2) is used to calculate the individual ADP values using 
outputs from a chosen weather forecast model. The equation 
describes the calculation of ADP and reveals its atmospheric 
physics correctness by applying a dimensional analysis. The 
dimension of the ADP is 𝐼𝐼3/𝑝𝑝 multiplied by the stability 
factor P(L). Therefore, ADP index gives how many cubic 

meters of air is passing through a certain point per second 
(ventilation rate) and what the conditions are for the 
pollutants to diffuse.  
 
The individual values of ADP can be used to obtain average 
daily, monthly, seasonal and annual statistics. These values 
can also be used to create the joint distribution of wind 
direction and ADP, i.e. ADP rose. 
 
Further, if the intervals for the wind speed, planetary 
boundary layer height and stability are quantified by proxy 
for favourable, moderate and unfavourable, the ADP index 
will have value that describe the combined effect of the 
meteorological variables which determine the air quality 
potential for a region. The coefficients for favourable, 
moderate and unfavourable (Table 1) are chosen in such a 
way that the ADP value will be in the range 100 to 25 (value 
100 gives absolutely favourable air dispersion conditions, 50 
moderate, while 25 very unfavourable). 
 
Table 1: Parameters and limits used in ADP calculation. 

 Unfavourable Moderate Favourable 

Wind speed 0-2 m/s 2-5 m/s >5 m/s 

Mixing 
height 

0-400 m 400-1000 
m 

>1000 m 

MOL 0 to 200 m >1000 m 0 to -200 m 

 

The Air Pollution Model (TAPM) is an air pollution model 
which is comprised of a meteorological and an air pollution 
component. The meteorological component of TAPM was 
used to produce the hourly meteorological parameters at 
points on a grid over the study region. 
 
The meteorological component of TAPM is a primitive 
equation, three-dimensional model. It contains a terrain-
following vertical coordinate system and includes 
parameterizations for the micro-physical processes 
associated with cloud and precipitation, turbulence, radiative 
fluxes, urban/vegetative canopy and soil (Hurley, 2008). The 
model equations disregard time zones, the curvature of the 
earth and also assumes a uniform distance grid across the 
domain. 
 
In the case of the study site (Uubvlei), the study region is 
covered by 81 points which are approximately 20 𝑘𝑘𝐼𝐼 apart 
(Fig. 1). TAPM was used to model all necessary 
meteorological information needed to develop the research 
methodology for the year of 2014 on an hourly basis. 
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Figure 1: 81-point grid with a space step of 20km for producing the 
TAPM modelled data over the study region. P39 (red) is located at 
the proposed site for the CCGT power station (Google earth pro, 
2016). 

Results and Discussion 

ADP was calculated and plotted on an 81-point grid located 
over the study region using one year of meteorological data. 
A combination of modelled wind speed, mixing height and 
MOL data is used to describe the ADP for the region for 
different periods. Average ADP values for summer, summer 
during the day and night were calculated and plotted in Figs. 
2 and 3. Figs. 4 and 5 describe the components used to 
calculate ADP for summer during the day and night. 
 

Figure 2: Average ADP during summer (Dec, Jan, Feb) over the 
study region. 

Average ADP values during summer (Fig. 2) varies from 34 
to 54. The potential for air dispersion is better over land than 
over ocean. ADP values drop approaching the coast. The 
unfavourable conditions near the coast can be attributed to 
lower mixing heights, lower wind speeds and conditions of 
stability. 

Figure 3: Average summer ADP during the day (left) and during the 
night (right). 
 
Comparing the ADP values for summer during the day and 
summer during the night (Fig. 3), it is clear that conditions 
for air dispersion are much more favourable during the day. 
This is because of larger mixing heights and greater 
instability during daytime. At night, as the earth cools, 
mixings heights become smaller and stable conditions 
prevail. 
 
Both summer day and night ADP values show a similar 
pattern, conditions are more favourable inland, deteriorates 
towards the coast and picks up again over the ocean. The 
preferred site is located very close to the coast and 
consequently in an area of lower ADP during summer days 
and nights. 
 
It is useful to analyze the contribution of the separate 
meteorological parameters to the average ADP. In Figs. 5 and 
6 below, the color blue indicates an unfavourable 
contribution to average ADP, yellow indicates a moderate 
contribution and pink a favourable one. 
 

Figure 4: Average of the components of ADP (wind speed, mixing 
height and MOL) for summer during the day. 
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In Fig. 4, the components of ADP for summer during the day 
and the night are presented. High ADP values during the day 
in the summer are driven by favourable MOL’s over land and 
favourable wind speed over the ocean. Also, the moderately 
favourable wind speeds and mixing heights over land 
contribute to relatively favourable ADP conditions in Fig. 3. 
 

 
Figure 5: Average of the components of ADP (wind speed, mixing 
height and MOL) for summer during the night.  
 
In Fig. 5, the average of the components of ADP for summer 
during the night are presented. Relatively high ADP values 
over the ocean for summer nights are due to the favourable 
contribution of wind speeds and moderately favourable 
contribution of MOL’s. In this case, mixing height is constant 
throughout the study region and contributes unfavourably to 
ADP in Fig. 3.  

Conclusions 

The analysis of the transport and diffusion of pollutants in the 
atmosphere indicates that the wind velocity affects the 
ground level concentration in inverse proportionality. This 
means that low wind speeds lead to increased pollutant 
concentration while high wind speeds lead to decreased 
concentration levels.  The same inverse proportionality is 
characteristic for the height of the PBL (𝐻𝐻) where low values 
of 𝐻𝐻 lead to higher pollutant concentration. The reverse is 
true for larger values of 𝐻𝐻  which leads to lower pollutant 
concentration levels. Unstable stratification (𝐿𝐿 < 0) leads to 
good mixing of pollutants while stable stratification (𝐿𝐿 > 0) 
inhibits the diffusion process.  This analysis leads to the 
conclusion that wind speed distribution (wind roses) is far 
from sufficient to allow wide-ranging air quality 
management. 
 
Annual average ADP for the study region is moderate with 
values only reaching 51. The period with the most favourable 
ADP values is summer day and the most unfavourable 
conditions for pollution dispersion are found in winter during 
the night. It was found that overall, the biggest contributor to 
favourable dispersion of air pollution in the region is the 

Monin-Obukhov Length. Wind speed mostly contributes 
moderately to ADP while mixing height is predominantly 
unfavourable. 
 
Applying ADP with an appropriate weather forecasting 
model can see the development of an air dispersion potential 
forecasting tool. Using the forecasted values for the needed 
parameters and the methodology to calculate ADP over a 
region can be of value in the forecasting of air dispersion 
conditions over this, and any other region. 
 
Knowledge of the ADP of the region for a certain period 
could influence the operation of the CCGT power station. 
The power station operator will have the option to plan high-
emission activities for a period when the ADP of the region 
is predicted to be favourable and to slow down production 
when ADP is predicted to be unfavourable. An ADP 
prediction tool, when used in conjunction with operational 
activities at the CCGT power station could lower the 
influence of the pollutants on the closely located populations 
like Oranjemund. The ADP index may also be used for health 
impact studies as proxy of weather condition in deriving air 
pollution exposure models. 
 
References 

Cimorelli, A. J., S.G. Perry, A. Venkatram, J. C. Weil, R. J. Paine, R. B. 
Wilson, R. F. Lee, W. D. Peters, R. W. Brode, and J. O. Paumier. 2004. 
AERMOD: Description of Model Formulation, EPA-454/R-03-004. U.S. 
Environmental Protection Agency, Research Triangle Park, NC. 
Faiz, A. 1990. Automotive air pollution. Washington, DC (1818 H St. NW, 
Washington 20433): Infrastructure and Urban Development Dept., World 
Bank. 
Google Earth Pro. 2016. “TAPM Grid” Lat -28.424604 and Lon 
16.246414. September 4, 2013. Accessed: May 2016. 
Hurley, P. 2008. TAPM V4. Part 1: Technical Description. CSIRO Marine 
and Atmospheric Research paper, no. 25. Aspendale, Vic.: CSIRO Marine 
and Atmospheric Research, pp.4 - 23. 
Holzworth, G. 1967. “Mixing Dephts, Wind Speeds and Air Pollution 
Potential for Selected Locations in the United States”, J.Appl.Meteorol., 6, 
1039-1044. 
Kanevce, G., & Kanevce, L. 2006. “Dispersion modelling for regulatory 
applications.” Thermal Science 10 (2), 141-154. 
Liu, D. and Lipták, B. 2000. Air pollution. Boca Raton: Lewis Publishers.  
Stokie, J. M. 2011. “The mathematics of atmospheric dispersion 
modelling.”  Siam Review, Vol 53 (2), 349-372. 

 
Acknowledgements 

Dr. Gerhard Fourie for supplying the modelled 
meteorological data. 

 

 

 

 



136 

 

Climate change related impact on avocado production areas in South Africa 
Harold L Weepener***, ARC-Institute for Soil, Climate and Water, Private Bag X79, Pretoria, 0001, South 

Africa 
 Christien J Engelbrecht, ARC-Institute for Soil, Climate and Water, Private Bag X79, Pretoria, 0001, South 

Africa 
Zelda Bijzet, ARC-Institute for Tropical and Subtropical Crops, Private Bag X11208, Nelspruit, 1200, 

South Africa 
 

Potential changes in avocado production areas over South Africa under future climate change are investigated using six high-
resolution projections of a regional climate model. Apart from the climate, the soil also determines whether an area can be suitable 
for crop production. Here, the national land type database, developed and hosted at the Agricultural Research Council, is employed 
to complement the climate criteria in delineating avocado production areas under climate change. Southward shifts along the 
eastern coastal board of the country as well as towards the eastern higher lying areas are projected to be the new areas suitable for 
avocado production. 

Keywords: Climate projections; Crop suitability; GIS; Persea americana MILLS 

 
 
Introduction 
Avocado is an important crop in South Africa. It 
contributed 32% (R1.1 billion) to total gross value of 
subtropical fruits (R3.4 billion) during the 2013/14 season 
(Mogala, 2015). 
 
This study analysed simulations of present day and future 
climate over South Africa, with the emphasis on identifying 
the impact of future climate change on avocado production 
areas. 

 
Instrumentation and Method 

Environmental suitability criteria for avocado production 
were applied to dynamically downscaled climate 
projections of a regional climate model, together with land 
type data. The projections were obtained through the 
dynamic downscaling of six different Coupled Global 
Climate Model (CGCM) projections of future climate 
change to high resolution over southern Africa. The 
regional model used is the Conformal-Cubic Atmospheric 
Model (CCAM), a variable resolution global atmospheric 
model of the Commonwealth Scientific and Industrial 
Research Organization (CSIRO) in Australia (McGregor, 
2005). The model was applied in stretched-grid mode over 
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southern and tropical Africa, to obtain simulations at a 
resolution of approximately 0.5˚ in longitude and latitude. 
A detailed description of the downscaling procedure is 
provided by Engelbrecht et al. (2011). All the CGCM 
simulations are for the A2 Special Report on Emissions 
Scenario (SRES) and were downscaled for the period 1961-
2100. The CGCMs that were downscaled are: 
 

• GFDL-CM2.0 from the National Oceanic and 
Atmospheric Administration (NOAA);  

• GFDL-CM2.1 from NOAA;  
• ECHAM5/MPI-Ocean Model from Germany;  
• UKMO-hadCM3 from the United Kingdom;  
• MIROC3.2-medres from the Japanese Agency for 

Marine-Earth Science and Technology 
(JAMSTEC); and 

• CSIRO Mark3.5 from Australia. 
 

South Africa is fortunate in having a national soil database 
in the form of land types. Land types are described in the 
land type memoirs (Land Type Survey Staff, 1972-2006) as 
comprising: 

• the delineation of areas, known as land types, at 
1:250 000 scale such that each land type displays 

mailto:weepenerh@arc.agric.za


137 

 

a marked degree of uniformity with regard to 
terrain form, soil pattern and climate;  

• the definition of each land type in terms of terrain, 
soil and climate parameters; and 

• an in-depth analysis of a number of soil profiles, 
termed modal profiles, selected to represent the 
range of soils encountered during the survey. 

 
The land type dataset was developed through a country-
wide inventory (1972-2002). Each 1:250 000 map sheet is 
accompanied by a memoir describing the soil patterns per 
land type on a probability basis. The percentage 
distribution of various soil attributes is linked to the 
following terrain units: crests, scarps, mid-slopes, foot 
slopes and valley bottoms. The percentage distributions can 
be used to determine the percentage of area in an entire land 
type unit that adheres to certain criteria. For example, it is 
possible to determine the area of a land type unit where the 
soil depth is deeper than a specific threshold, or the 
percentage area with a clay percentage lower than a 
specified clay threshold. 
 
 

Results and Discussion 

Environmental suitability criteria were defined for avocado 
production (Table 1). The criteria table was used to prepare 
a time series of maps to show potential shifts in avocado 
production areas. The climate criteria of avocado crops 
were applied to six CGCM projections of future climate 
while land type data has been used for the soil criteria, 
which were assumed not to change. To simplify the 
interpretation of maps, soil suitability was only classified 
into two classes, namely suitable and unsuitable. Areas 
unsuitable due to soil criteria are masked out in the maps 
and are kept as a constant over time. A land type unit was 
considered unsuitable if less than 10% of the soils in the 
unit were suitable. 
 
Fig. 1 illustrates the potential shifts in avocado production 
areas from 2015 to 2090. Current production areas of 
avocado are projected to become marginal or unsuitable in 
future, while large areas in KwaZulu-Natal and Eastern 
Cape provinces are projected to become suitable. The 
southward shift of avocado production areas corresponds 
with shifts of the Tropical, Savannah zone from Kӧppen-
Geiger climate types (Engelbrecht and Engelbrecht, 2016). 
 

 
Table 1: Environmental suitability criteria for avocado production under supplementary irrigation (adapted from Wolstenholme, 
2011) 

 Suitability class 
Land 
Attribute 

Optimal Sub-optimal Marginal Unsuited 

    

Climate requirements 
Annual rainfall (mm)1 ≥600   <600 

Frost occurrence2: heavy frost None  
(Aug-Sept) 

None  
(Aug-Sept) 

None  
(Aug-Sept) 

Other 

Frost occurrence: Tmin July ≥7 5-7 3-5 <3 
Tave annual (ºC)3 17-21 21-22 22-23 <17 and >23 

Tave Aug-Sept (ºC)4 ≥17   <17 

Tmax Nov-Feb (ºC)5 ≤34 34-35 35-36 >36 
Soil requirements 

Soil depth (mm)    <700 
Topsoil clay (%)6    <12 and >50 
Soil pH (water)    <4; >7 

_____________________________________________________________________________ 
1At least 1000 mm is required, with a dry period in winter. Additional water is also required during fruit set in Sept, when rainfall 
is still low. THUS supplementary irrigation is required. For irrigation to be regarded as supplementary, an annual rainfall of at least 
600 mm is suggested as a rule of thumb. 

2Heavy frost not tolerated, particularly during flowering (Aug-Sept) and fruit set (Sept-Oct). 
3Parameter for demarcating a cool to warm subtropical climate (Wolstenholme, 2011). 
4Critical period of flowering and fruit set: low temperatures to be avoided. 
5Second critical period: onset of second vegetative growth flush: very high temperatures to be avoided. 
6Sandy soils to be avoided due to low water-holding capacity. 
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Figure 1: Shifts in avocado production areas from 2015 to 2090. 
 
The crop suitability maps are based on environmental criteria 
only and do not consider the following: 
 

• New cultivars: Development of new cultivars could 
make it possible to cultivate under higher 
temperature regimes, which could change the 
production areas correspondingly (Bita, and Gerats, 
2013; Mathur et al., 2012) 

• Diseases and pests: Climate change will affect the 
fecundity, dispersal and distribution of plant 
diseases and pests (Van der Waals et al., 2013). 
Higher temperatures will increase overwintering of 
pathogens and pests, modify host susceptibility to 
infection, accelerate pathogen and vector life cycles 
and increase the sporulation and infectiousness of 
fungi (Harvell et al., 2002; Schaap et al., 2011). As 
the number of extreme rainfall events increases, soil 

conditions will favour the establishment and 
reproduction of soil borne pathogens such as 
Phytophthora cinnamomi in avocado. 

• Effect of increased CO2: Increased CO2 levels are 
likely to have a positive effect on potential water use 
efficiency and crop productivity (Haverkort et al., 
2013). However, large variations have been found 
across a range of horticultural commodities. 
Avocado was found amongst other crops such as 
citrus, potato, cotton, wheat, soybeans and lettuce to 
benefit substantially from additional atmospheric 
CO2, where increasing temperatures may offset 
increased productivity (Oosterhuis, 2013). 
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Conclusions 

According to Mogala (2015), Limpopo province represented 
61% of the national avocado production in 2012. Most of the 
avocado plantings in Limpopo are found in the Letaba district 
while the other main production area is Soutpansberg. 
Currently, the second and third largest producers of avocados 
are Mpumalanga and KwaZulu-Natal provinces with 30% (4 
554 ha) and 8% (1 319 ha) respectively. South Africa has 
exported 52,000 tonnes of avocado worldwide in 2015, with 
an additional 500 ha developed during 2015 to bring the total 
production area across the country to 15,500 ha (McShane, 
2015). 
 
The current area planted to commercial avocado corresponds 
to the areas as per the 2015 map in Fig. 1. The commercial 
avocado industry originated in Limpopo due to the 
establishment of imported enhanced Californian cultivars in 
1938. Upon expansion of the industry, other commodities 
such as cattle and sugarcane competed for land in the also 
suitable KwaZulu-Natal region. Another factor that supports 
expansion in an area is already established infrastructure such 
as pack-houses, transport and support such as vendors and 
extension services. 
 
Changes in climatic suitability for tropical fruit such as 
avocado will result in a gradual southward shift or a shift 
towards higher lying areas during the 21st century, according 
to current projections. Producers will have to adapt 
accordingly to be in a better position to provide for the 
demand. 
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Abstract 
In the complex landscape of climate projections creating meaningful graphical presentations of data is not a trivial 
task. In the RSA context, the presentations in the most of high profile documents focused on presenting aspects of 
spatial heterogeneity of the signal, at the expense of the nuanced information on its uncertainty and significance. Here, 
we present an alternative way of visualizing climate projections that stresses multi-model ensemble agreement and 
the magnitude of projected change, offers ability to capture the time of emergence, and maintains the ability to discern 
regional differences in signal. 
 
Keywords: Climate change, visualization, communication, uncertainty 
 
Introduction* 

 
Climate projections are complex and multi-
dimensional, with “dimensions” spanning such aspect 
as space (location, region), seasonal cycle (year, 
season, month), variable (e.g. rainfall, temperature), 
variable’s attributes (e.g. maximum, frequency), time 
(future period, e.g. near future or far future) and 
application (combination of climate variables as in 
hydrological, ecological or disease responses). 
Additional “dimensions” are added by the aspects of 
uncertainty involved in the process of simulating 
future climates that are a consequence of emission 
scenarios and model uncertainty. The latter is 
generally being expressed through multi-model 
ensemble data. Yet another level of uncertainty arises 
from natural variability of climate that manifests at a 
range of temporal scales, from interannual to 
multidecadal.  
 
In view of the above, it is not surprising that 
communicating climate projections is an extremely 
challenging process. Recently, much attention has 
been given to creating frameworks enabling a 
meaningful engagement of climate scientists with 
broadly defined “end-users” (practitioners, managers, 
decision-makers the public etc.) around the concepts 
of uncertainty both in climate projections as well as in 
the broader decision-making context. In that, the 
emerging concept of knowledge co-production 
(Lemos & Morehouse, 2005) built around climate 
change narratives is gaining traction in climate 
services practitioner circles.  
 
At the base of the evolving communication paradigms, 
graphic representation of climate projection data 
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remains a key medium of conveying quantitative 
aspects of climate information (e.g. van der Linden et 
al., 2014), and the proverbial statement that “a picture 
is worth a thousand words” is as valid as ever. To 
complement the new ways of communicating climate 
change information, here we propose a new, nuanced 
way of visualizing climate change projection data. 
 
Visual presentation of climate change projections 
 
The usability of visualizations in the context of 
conveying climate change information has often been 
investigated. Some research focuses on the perceptual 
and cognitive aspects, i.e. what particular visualization 
attributes such as color schemes or graphical elements 
are employed to present a given set of numbers so that 
the underlying information is not distorted (e.g. Daron 
et al., 2015; Lorenz et al., 2015; Kaye et al., 2012). 
Other research targets the information content of the 
presentation, i.e. what data and information are 
presented (e.g. MacLeod & Morse, 2014, 
Pappenberger et al., 2013). To our knowledge, no clear 
recommendations for the latter exist, although some 
framing is provided by IPCC’s guidance on 
uncertainty concepts and related language 
(Mastrandrea et al., 2011) and other guidelines for 
graphical presentation of weather forecast data 
(WMO, 2001).   
 
Obviously, which aspects of climate projections are 
presented is determined by the context - what sort of 
information is needed by the “end-user”. This is 
increasingly determined through the interaction of the 
data “producers” and “end-users”. However, it is also 
limited by several aspects: the primary 2-
dimensionality of the medium, and the human brain’s 
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ability to distinguish colors, sizes and patterns in 
graphics. For example, maps can effectively convey 
two types of information concurrently - through color 
intensity and pattern. Adding a third layer, overlay is 
possible, but the readability may be dependent on a 
particular interplay of the patterns (e.g. Böttinger et 
al., 2015). Additionally, the contents of the graphics 
are framed by the ability of the quite often generic 
“end-users” to assimilate complex, multi-dimensional 
aspects of climate projections. The simplification of 
the complexity is in general justified - humans seem to 
prefer short and clear messages to complex and 
nuanced ones (e.g. van der Linden et al., 2014). These 
aspects, in combination with the very practical limits 
of the medium (e.g. length of the document such as 
report or paper), quite often reduce the data presented 
to that which directly answer the question “how 
strongly different will variable X be in Y-years time at 
location Z compared to current (or recent) conditions”. 
 
The most common visual presentation of climate 
projections seems to be threefold: 
 

1. Representing temporal evolution of a climate 
variable for a location using a time series plot (line 
plot), which in a multi-model context becomes the so-
called “spaghetti” plot with individual lines 
representing individual models, and possibly with a 
median of the multi-model ensemble superimposed. 

 
2. Representing spatial distribution (on a map) 

of a climate variable (or its anomaly) for a particular 
future period. Individual model projections may be 
visualized on individual maps, or alternatively, a map 
showing an ensemble median and/or percentiles may 
be used. An expression of uncertainty may be added 
through a superimposed pattern/hatching. 
 

3. Representing relationship between climate 
variables for a particular location and a particular 
future period on a scatterplot that often depicts relative 
change in rainfall (∆P) versus relative change in air 
temperature (∆T) - the so called ∆P-∆T plot. That plot 
represents projection uncertainty directly though the 
spread of individual points and can include “whiskers” 
to represent uncertainty. 
 
Each of these approaches has their peculiarities in 
what message they convey. For example, the map-
based representation does indeed convey detailed 
spatial patterns of mean change with possibly 
uncertainty aspects such as model agreement, but it 
does not allow for a clear appreciation of neither the 
magnitude of mapped values as compared to the level 

of natural variability, nor the temporal evolution of the 
climate. The time-series based approaches are, 
obviously location-specific and are not able to convey 
spatial information in any nuanced manner. It is 
possible, of course, to present temporal evolution of a 
regional mean signal instead of a point signal, but that, 
if averaging is done across areas with divergent signal, 
can possibly lead to misrepresenting the magnitude of 
local responses.  
 
Climate projection visualizations in generic climate 
change documents in RSA  
 
In the context of South Africa, three general, high-
level documents summarizing the climate projections 
at the country level, i.e. the Second National 
Communication (SNC) to UNCCC (DEA, 2011) the 
South African Risk and Vulnerability Atlas (SARVA, 
DST, 2009) and the Long-Term Adaptation Scenarios 
(LTAS) Flagship Research Programme (DEA, 2013) 
were clearly focused on presenting spatial patterns of 
change. All three contain maps representing spatial 
distribution of median and two percentiles of ensemble 
range in seasonal rainfall and mean temperature 
originating from two approaches (statistical and 
dynamical downscaling) for a selected future period. 
The LTAS document additionally contains ∆P-∆T 
plots that contain time-stratified data from an 
ensemble of dynamically downscaled projections. 
Neither of the graphical presentations contains any 
expression of significance of the visualized signal 
compared to the levels of natural variability. The maps 
resolution suggests similar resolution of the visualized 
information. 
 
The alternative approach 
 
Here we present an alternative, nuanced approach to 
visualizing climate projections that simultaneously 
represents aspects of model uncertainty, signal 
strength compared to natural variability, timing of the 
emergence of significant signal and allows for implicit 
representation of spatial heterogeneity within a 
broader region. We believe it is strongly applicable in 
a range of contexts such as National Communication 
and initiatives such as SARVA or LTAS.  
 
The approach is based on the visualization of temporal 
evolution of projected climate for climate regions 
rather than for administrative regions. The regions are 
established on the basis of similarity of temporal 
evolution of past climate (Fig. 1). The temporal 
evolution of projected (modelled) climate is visualized 
in the form of so called “plume” plots (Fig. 2).  
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Plume plots 
 
These depict the temporal evolution of individual 
members of the multi-model ensemble. Each model’s 
projection is shown as a moving average of the 
deviation of a particular variable’s attribute - e.g. mean 
seasonal rainfall from the mean value of that attribute 
over the reference period. In addition, a 95% 
confidence interval (CI) of the difference between 
each of the moving window periods and the reference 
period is presented as a shaded band for each model’s 
projection. The band representing CI is semi-
transparent, so that agreement between the members 
of the ensemble is easily discernible by the increase in 
colour intensity. Also, the colour of the CI band 
changes as the individual member’s signal becomes 
statistically significant as compared to the level of 
natural variability in the reference period. This allows 
for an easy representation of the “time of emergence” 
of the signal.  
 

 
Figure 1 Climate regions based on hierarchical 
clustering of CRU 3.23 monthly rainfall. Bottom 
figures represent rainfall climatology for each of the 
given regions (color coordinated) grid points. 
Plume plots for climate projections for RSA 
 
The example of plume plots presented below is based 
on CMIP5 multimodel ensemble projections under 
RCP 8.5 emission scenario. Segmentation of the RSA 
into climate zones is based on hierarchical clustering 
of CRU 3.23 gridded rainfall dataset (Fig. 1). GCM 
fields of total annual rainfall and mean annual 
temperature were space-averaged for each of the 
climate zones. The plots (Fig. 2) are based on a 20-
year moving average for the 1986-2005 reference 

period. Each individual GCM time series was bias-
corrected in mean (by applying an additive factor for 
temperature, and multiplicative factor for rainfall) so 
that its mean in the reference period is equal to the raw 
ensemble mean. The CI was calculated for each 
position of the moving average window through 
bootstrapping as the 2.5-97.5th percentile range of the 
bootstrap distribution of differences in mean between 
a given moving window period and that of the 
reference period. For cases where the reference period 
and the moving window period overlap, the bootstrap 
sample data for the reference period’s overlap were 
substituted by the moving window period’s bootstrap 
sample. In this way, the resultant CI accounts for the 
lack of independence in between the two periods. 
Bootstrapping was performed using a randomized 
block bootstrap procedure - as this is robust with 
respect to eventual serial correlation in data.  
 
Discussion and conclusions 
 
In the complex landscape of climate projections 
creating meaningful graphical presentations of data is 
not a trivial task. In the RSA context, the presentations 
in most of the high profile documents focused on 
aspects of spatial heterogeneity of the signal, at the 
expense of the nuanced information on its uncertainty 
and significance. The alternative way of visualizing 
climate projections proposed here stresses multimodel 
ensemble agreement and the significance of projected 
change. Additionally, it provides information on the 
time of emergence of a signal. In the meantime, the 
approach maintains the ability to discern regional 
differences in climate change signals.  
 
In developing the plume plots for RSA’s climate 
regions we took numerous arbitrary decisions that are 
perhaps debatable, and need to be adjusted for a 
particular application context. Notably, the definition 
of climate regions based on temporal similarity of 
temporal evolution of rainfall in a generic gridded 
rainfall dataset offers room for further improvement. 
Our motivation was to derive regions that are more 
relevant than administrative boundaries often used for 
summarizing climate trends and projections. Perhaps a 
better alternative to regions based on past rainfall 
evolution would be regions based on the similarity of 
the evolution of future climate, but the advantage of 
such a solution remains to be further investigated. 
Another important decision was the level of 
significance of the signal that is the basis for visual 
highlighting. The 5% significance level is obviously 
relevant from a statistical point of view, but not 
necessarily from a user’s perspective. Lower levels of 
significance can be used should user’s impact 
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threshold be more sensitive to the level of a given 
climate variable.  
 
The approach presented here was implemented in a 
recent project updating climate projections for the City 
of Cape Town, as well as in the development of 
materials for RSA Third National Communication to 
UNCCC. Furthermore, we plan to conduct a rigorous 
study of South African user’s perceptions of this way 
of presenting climate change information in the future. 

 

 
Figure 2 Plume plots of two projected variables (total 
annual rainfall and mean annual temperature) for two 
selected regions - winter rainfall region roughly 
corresponding to the Western Cape (in red in Fig. 1) 

and summer rainfall region encompassing the 
Gauteng province (in light blue in Fig. 1). 
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